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1 Introduction to Cloud Security Connectors for Netskope.

The Cloud Security Connector (CSC) is a device that enables easy deployments of the Netskope

SASE solution in any customer environment.

The CSC's GRE Cluster lets you connect securely to Netskope NewEdge up to 1 Gbps without
hassle.

The primary purpose of the CSC GRE family is simplicity: You don't need to re-architect your
network. The CSC GRE is a direct replacement for your current Web Security Appliance. You can
place the CSC GRE on the same network segment that your existing appliance and the CSC will
redirect the traffic to Netskope NewEdge.

No configuration is required. Simply filling a form with your IP addressing, download the CSC (VM)
and power it on.

The CSC GRE comes with all parameters to work with Netskope NewEdge. As soon you lunch the
CSC at the location, the CSC will automatically connect to the best Netskope NewEdge nodes. The
CSC GRE contains the perfect configuration for GRE tunnels, firewall rules and routing tables that
are necessary.

You can run the CSC GRE on any virtual software: Vmware, Hyper-V, KVM, Etc, and a hardware
version is also available on request.

All Netskope NewEdge functionalities are available. Internal IPs are completely visible on the
Netskope NewEdge GUI.

Includes Private Cloud Private Access functionality that allows you to create a full mesh among the
CSCs communicating your private traffic on a Zero Trust model.

Simple to install with complete management from Amazon AWS, Rundeck (or similar, like Ansible,
Salt, Etc.) and SSH.

2 Key benefits of the Cloud Security Connector GRE

* No Networking knowledge is required.
* The CSCis a direct replacement for your current legacy Web Security Appliance.

e With Private Cloud Private Access you can connect all sites securely on a Zero Trust model.
The CSC secures your Private Traffic between your locations.

* Enables any Location to be connected to Netskope NewEdge up to 1 Gbps.

* Easy to create: Filling a form indicating your IPs and GWs.
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Easy to deploy: Deploy OVA file setting the External and the Internal interface.

The CSC comes with the optimal values to work with Netskope NewEdge and the best
Nodes selected for your public IP.

Full tunnel redundancy.

High Availability.

All traffic steering options supported:

o Route all traffic to Netskope (or http/s only).
© Use of PAC files.

o Use of Explicit Proxy.

© No default Route scenarios.

Multiple options to Bypass Traffic:

© Layer 7 Proxy Bypass to Trusted Web Sites.

o Layer 4 Routed Bypass: TCP, UDP and ICMP per source/destination Network and Port
(UDP/TCP)

Cloud Firewall and Cloud Web Security.

Complete visibility of internal IPs on Netskope Console.
No operational burden for Administrators.

Full hardened device.

Works behind a NAT

All virtual platforms supported: Vmware, Hyper-V, KVM, Etc. Hardware version available if
required.

Multiple tools for testing and troubleshooting included: Speed Test, MTR (MyTraceRoute),
Keepalives statuses, Etc.

Allow the internal communication between your locations with Private Cloud Private
Access.

Management via SSH, AWS Systems Manager, Rundeck or similar. (Ansible, Salt, Etc.)

Small OVA instance: 2 CPU, 4 GB RAM, 16 GB Disk
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3 Network Diagrams

3.1 Before (using Legacy SWG) and After (using CSC + Netskope)
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3.2 Information required to create the CSC

The following network diagram shows the information required to create the CSC GRE Cluster:
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GRE tunnels
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will be used) will be used)
CSC GRE Cluster
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3.3 Example of Proxied Traffic to Netskope: ON/OFF Corporate Network.

This example shows how a User will have the same connectivity experience ON Corporate Network and OFF Corporate Network (at home, for

example) thanks to the combination of the CSC + Netskope Web Security and Private Access.
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3.4 Example of Routed Traffic to Netskope: ON/OFF Corporate Network.

This example shows how a User will have the same connectivity experience ON Corporate Network and OFF Corporate Network (at home, for

example) thanks to the combination of the CSC + Netskope Web Security and Private Access.
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3.5 Steering: Routing and Proxying all together.

The most significant benefit of the Cloud Security Connector for Netskope is that it covers all possible scenarios (routed traffic, PAC files, explicit

proxy, Etc.) for any device on your organization: Laptops, Desktops, Servers, loT devices, Etc.

The following picture shows the CSC working will all scenarios combined.
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3.6 Private Cloud Private Access (PriCPA)

With the CSCs for Netskope, you can create your Private Cloud for connecting all your internal devices in a Zero Trust model from your physical and

cloud locations.
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4 Creating the Cloud Security Connector.

The creation of the CSC GRE Cluster is straightforward. Your only task is filling a form and to adding

your Public IP on the Netskope console.

4.1 Network Diagram - IP addressing.

7) Public IP for
GRE tunnels

. Firewall ‘ ’
Internal LAN
3) DNS Servers ‘
.— 2) INT-GW 5) EXT-GW

6) Syslog Servers

N

Primary / Secondary
MNewEdge Nodes

) ﬂ Internet
" Tolnternet

MEXT GEN SNG

(Mote: Five consecutive IPs (Note: Four consecutive IPs
will be used) will be used)

u
1) INT-First IP | Bitmask l 4) EXT-First IP | Bitmask

CSC GRE Cluster

4.2 Adding your Public IP to the Netskope console

On your Netskope Console go to: Settings -> Security Cloud Platform -> (Traffic Steering) GRE and
click "NEW GRE CONFIGURATION"

New GRE Configuration X

Traffic will be steered from your source devices (e.g. router, firewall) to Netskope points of
presence (POPs).

CONFIGURATION NAME * l

London-HQ

TUNMEL TYPE *

Default -

SOURCE PEER * 2

200.200.200.200)

@ Remember to configure the tunnel on your peer device using the Netskope POPs information to
complete the tunnel configuration.

3|

CANCEL SAVE AND VIEW POPS | SAVE
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1. Put a Name for the GRE configuration in "Configuration Name"

2. Putyour Public IP in "Source Peer"
3. Save.

You new configuration will appear on the GRE Menu.

GRE Configurations

3 CREATED
NAME % SOURCE IDENTITY NETSKOPE POP
Londen-HQ 200.200.200.200 None Connected

4.3 Filling the Form.

Before you start, you need to have this values ready:
a) Five consecutive IPs for the internal interface of the CSC and its gateway IP.
b) Four consecutive IPs for the external interface of the CSC and its gateway IP.
c) (optional) DNS servers Primary and Secondary.
d) (optional) Syslog/SIEM servers Primary and Secondary.
e) The Public IP to be used for the GRE tunnels.
f) (optional) Public SSH key/s for remote access to the CSC.
g) (optional) Proxy Bypass: URL to PAC file.

h) (optional) Routed Bypass: URL to JSON file.

The Form is at this URL: https://bit.ly/2YG7SPm

Please, follow the instructions on the Form.

4.4 What's next?

You will receive an email with the link to the URLs to download the OVA files of the Cloud Security
Connectors.
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5 Firewall Requirements

The CSC GRE Cluster uses four IPs on the external interface, and it is required to set up specific NAT
and Allow Rules in your Firewall for all of them.

The following table shows the name and purpose of each one.

External IP# Name Purpose

First GRE Tunnel IP Source IP of the GRE Tunnel

Second Bypass Egress IP Source IP of the Routed, Proxied Bypasses and Private Access.
Third CSC IP(eth0) -a External IP of the VM -a

Fourth CSC IP(eth0) -b External IP of the VM -b

5.1 NAT requirements

External IP# Name NAT Type required: via Public IP

First GRE Tunnel IP STATIC (also called 1:1 NAT) * The GRE Public IP configured on the Netskope
Console.

Second Bypass Egress IP | STATIC? or DYNAMIC. Any Public IP - This will be your "Source Public

IP"* when reaching Trusted Sites and connecting
other Locations when using Private Access.

Third CSC IP(eth0) -a | DYNAMIC (also called 1:N NAT) | Any Public IP
Fourth CSC IP(eth0) -b | DYNAMIC (also called 1:N NAT) | Any Public IP

5.1.1 Checkpoint Firewall example

The images below shows the NAT on a Checkpoint Firewall.

O] [

. cscbypass
EnterObject Comment

oooooo

sssss

cccccc

1 Some firewall may require a dedicated IP when the protocol is GRE.
2 When using Private Access, it is required to use Static Nat to avoid changing the packet's Source Port.
3 Be sure that you are Natting the "Bypass Egress IP" via the Public IP configured on your "Trusted sites".

Maidenhead Bridge Cloud Security Connector GRE Cluster | 16




5.2 Allow Rules required

5.2.1 Outbound Rules:

The following table shows the allow rules required.

External IP# Name Protocol Ports / Service | Destination

First GRE Tunnel IP GRE (47) None.(%) Netskope Nodes

Second Bypass Egress IP TCP, UDP or ICMP |1 to 65535 (°) Internet, Trusted Destinations, Private
Access Nodes.

Third CSC IP(eth0) -a PING icmp_echo Netskope Nodes and FW Gateway (°)

Fourth CSCIP(eth0) -b TCP 80, 443 AWS Systems Manager (’), Others (?)

5.2.2 Inbound Rules:

External IP# Name Protocol Ports / Service Source

First GRE Tunnel IP

Second Bypass Egress IP uDP Any (default 51820) Private Access Nodes.

Third CSC IP(eth0) -a

Fourth CSC IP(eth0) -b

5.2.3 Checkpoint Firewall Example

Source

Services & Applications

1 . Allow Private Access Inbaund = |p217,155.196.81 B s bypass * Any we UDPPORTS51820 @) Accept
M |p32.68.6.74
2 S Allow Private Access Outbound B ¢sc pypass B |p_217,155.196.81 * Any UDP UDP-PORT-51820 @ Accept
Rules for Private Access B paogscTd
3 Proxy and Routed Bypass Trafic B csc-bypass #*  Any #* Any (%] http 9 Accept
@ https
UYOP  Teams-Skype-UDP
4 KeepAlives and AWS B csc-a-external B Netskope-London-LON1 #* Any & nttps @ Accept
B csc-b-external B Netskope-Manchester-MAN1 & nttp
& AWS-Destinations IHP echo-request
5 GRE Tunnel B cse-cluster-tunnel B Netskope-London-LON1 #* Any gre @ Accept
B8 Netskope-Manchester-MAN1
6 “ Uplink Check - Allow Ping B cscb-external B3 CheckPoint-FW *  Any ItMP echo-request @ Accept
Rules for Netskope m caedternal

4  GRE is protocol and has not ports.
5 You can create rules on your FW enabling only what is on the bypass list or to allow "Bypass Egress IP" for all

protocols and ports to any destination. Private Access traffic (UDP) will use this interface inbound and outbound.
6 The CSC GRE Cluster pings the Gateway IP of the Firewall to check reachability.
7  When using AWS SSM Agent, allow HTTPS from the csc-external-a (-b) to AWS. The AWS destinations are:

ssm.<AWS region>.amazonaws.com, ec2messages.<AWS region>.amazonaws.com

8 The CSC retrieves the Proxy PAC URL, Routed JSON URL and the Private Access JSON URL via csc-external-a (-b). If
you are hosting this URLs externally, please, create a rule to allow the CSC to reach them.

Maidenhead Bridge
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6 Installing the OVA or Disk file in your Virtual Platform.

The following examples shows the installation on Vmware and Hyper-V.

6.1 Using VMware 5.x
1. Go to vSphere, File > Deploy OVF template

2. Select the OVA File:

Source

OVF Template Details

Mame and Location

Resource Poal

Disk Format

Metwork Mapping Deploy from a file or URL

Ready to Complete - =
WBOXSVR \adrian\csc-a CASD0016-v-2-4.0va Browse... |

Enter a URL to download and install the OVF package from the Internet, or
spedfy a location accessible from your computer, such as a local hard drive, a
network share, or a CD/OVD drive.

OVF Template Details: Click Next

Name and Location: Put the Name you want.
Resource Pool: Place the VM where you want.
Disk Format: Click Next

Network Mapping: Please map the interfaces EXTERNAL and INTERNAL to your interfaces.
Here an example:

@ Ceploy OVF Ternplate

Network Mapping
What networks should the deployed template use?

Source
OVF Template Details Map the networks used in this OVF template to networks in your inventory

Mame and Location
Resource Pool Source Metworks | Destination Metworks
Disk Format EXTERNAL Net-192-168-1-0

Network Mapping INTERMAL Net-172-19-0-0
Ready to Complete

8. Click "Next"

9. Click "Finish"

Maidenhead Bridge Cloud Security Connector GRE Cluster | 18




6.2 Using VMware 6.x
1. Go to Virtual Machines = Create/Register VM

vmware ESXi”

|“E‘N-v!nnm o)l : - Virtual

2

~ [ Host

M 951 Create / Register VM | | 1 Console Poweron @ Power off
Manitor 1 [ | Virtual machine & ~ | Status ~  Used space

& Virtual Machines O | B cacooozz @ Normal 432GB
O | G caso0z42 @ Normal 388GB
Monitor B | & coc00017-av-25 @ Normal 30968

b 3 cas00242 B | & cgc00017-bv-2-5 @ Normal 28GB
» [ cao00022 O | & coco0024-a @ Normal 7.02 GB
il Lo 1| @& cocnnnza-n M Normal 702 GR

2. Deploy a virtual machine from an OVF or OVA file

) New virtual machine

*(ECCIITI  Select creation type

2 Select OVF and VMDK files.

How would youlike to create a Virtual Machine?

3
4 Licens ts

R ———— This option guides you through the process of creating a
5 Deplo; ptions virtual machine from an OVF and WVMDK files

& Additional settings. Deploy a virual machine from an OVF or OVA file
7 Ready to complete

Register an existing virtual machine

[ e |[_nea ]| rmen | [ corem |

3. Click "Next"

4. Puta"Name" and "Select the OVA File"

#) New virtual machine - cgs00040

¥ 1 Select creation type Select OVF and VMDK files
Secct the OVF and VMDK fles or OVA for the VM you wouid ke o deploy
3

Enter a name for the virtual machine.

1

5 Deployment options

4 License a greement ts ‘

& Additional settings. [ casooos0 I

7 Ready to complete

Virtual machine names can contain up to 80 characters and they must be unique Within each ESXI instance.

* @ cgs00045v-26.0va | 2

Back Newt || Fnen | [ Cancel

5. Click "Next"
6. Select Storage and click Next

7. On "Deployment options", Select:

Maidenhead Bridge
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a) "Network Mappings" = Select "EXTERNAL" and "INTERNAL" interfaces of the CSC.
b) Disk Provisioning: Thin

c) Power on Automatically

¥31 New virtual machine - cgs00040

¥ 1 Select creation type Deployment options
/' 2 Select OVF and VMDK files Select deployment options

V' 3 Select storage

B4 4 Depioyment options
Network mappings 1

5 Ready to complete EXTERNAL | Net-192-168-1-0 2 v

INTERNAL | Net-172-18-0-0 3 v
Disk provisioning 4 ‘.‘Thick
Power on automatically 5

{ Back H Next J\ Finish -I Cancel I

8. Click "Next"

9. The next screen will show all values:

%7 New virtual machine - cgs00040

+ 1 Select creation type Ready to complete

¥ 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
¥ 3 Select storage

+ 4 Deployment options

Product gs00045
B4 5 Reaay to complete

VM Name ©gs00040
Disks cgs00045-v-2-6-disk1.vmdk

Datastore datastore 1

Provisioning type Thin

Network mappings EXTERNAL: Net-192-168-1-0 INTERNAL: Net-172-19-0.0
Guest OS Name Unknown

2\
i 1 } Do not refresh your browser while this VM is being deployed.
-

Back || mext 7| Finish Icannel

10. Click "Finish"
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6.3 Using Hyper-V

Before to start: You will receive the CSC disk (.vhdx) on zip format. Please unzip it and place it on

your Virtual Machine directory before to start this wizard.

1. Go to Hyper-V and Click > Action > New

EH Mew Virtual Machine Wizard x

Ea Before You Begin

This wizard helps you create a virtual machine, You can use virtual machines in place of physical
computers for a variety of uses. You can use this wizard to canfigure the virtual machine now, and
you can change the configuration later using Hyper-V Manager

Specify Name and Location

Spedfy Generation
el To create a virtual machine, do ne of the following:

Assign Memary
. « Click Finish to create a virtual machine that is configured with default values.
Configure Networking o Click Next to create a virtual machine with a custom configuration.
Connect Virtual Hard Disk
Installation Options

summary

[ Do not show this page again

creoe | [(Nets || Fos || cance

2. Click Next > and Specify Name and Storage

Mewe Wirtual Machine Wizard X

= ] Specify Name and Location

Eefore You Begin Chanse & name and location For this virtual machine,

The name is displayed in Hyper-+ Manager. We recommend that you Use & name that helps you easly
identify this virtual machine, such as the name of the guest operating system or workioad.

Specify Generation

Assign Memary Mame:  [cgs00005]
Canfigure Netwarking You can create a Folder o Use an existing folder to store the virtual maching. IF you dont selsct a
R folder, the virtual machine is stored in the deFault Folder canfigured for this server.
Installation Options [ Store the virtual machine in a different location
Summary Location: | C:\ProgramData|MicrosoftiWindows)Hyper-¥), Browse. .

A\ TF vou plan ko take checkpoints of this virtual maching, select 2 location that has enough fres
space. Checkpoints include virtual machine data and may require  large amount of space.

< Previous ‘ | Next = | ‘ Finish ‘ ‘ Cancel

3. Click Next > Select "Generation 1"
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B Mew Wirtual Machine Wizard

=] Specify Generation

Before You Bagin Choose the generation of this virtual machine,

Specify Name and Location

® Generation 1

This virtusl machine generation supports 32-bit and 64-hit guest aperating systems and provides
Assign Memmory .

virtual hardware which has been avalable in all previous wersians of Hyp

Configure Networking O Generation 2

TR T T This virtual machine generation provides support for newer virtualization features, has UEFI-based

firmware, and requires a supparted 64-bit guest aperating system,
Installation Options

A\, Once a virtusl machine has been created, you cannot changs Its generation.
Summary

More about virtual maching generation support

< Previous H Next > H Finish

| | caneal

4. Click Next > Assign Memory: 4096 MB

B New Wirtual Machine Wizard

=) Assign Memory

Before You Begin Specify the amourkt of memory to allacats to this virtual machine, You can spedfy an amount from 32

ME through 12582912 ME, To improve performance, specify more than the minimum amount

Phec iyjapel bocatiog recommended for the operating system

Specify Generation

Startup memory:

[ Use Dynamic Memory For this virtusl machine.
Canfigure Networking

R EER @ vhen you decide how much memory o assign t  virtual machine, consider how you intend b
use the virtual machine and the operating system that it will run.
Installstion Options

Summary

< Previous H Next > H Finish H Cancel

5. Click Next > Configure Networking

IMPORTANT: This is the EXTERNAL interface of the CSC.

later.

B Mew virtual Machine Wizard

Configure Networking

Before Vou Bagin Each new virtual machine includes a network adapter. You can configure the network adapter to use a

virtual swikch, of it can remain disconnected.
Spexify Name and Location

Specify Generation Connection; |Mek192-0-2-x

Assign Memory:

Connect ¥irtual Hard Disk.
Installation Options

Summary

<previous | [ Mext> || Freh || Cancel

Maidenhead Bridge

We are going to add the Internal Interface
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6. Click Next > Connect Virtual Hard Disk

Select the unzipped disk on "Use an existing virtual disk"

EH Mew Virtual Machine Wizard x
Connect Virtual Hard Disk
Before You Begin A virtual machine requires storage so that you can instal an operating system. You can specfy the
N storage now or configure i later by modifying the virtual machine’s properties.
Speify Generatian () Create a wirtual hard disk
PN Use this option ta create a YHDK dynamically expanding virtual hard disk,
Configure Networking Hame:  cqs0000S.vhox
Location: | C:lUsers\PubliciDocumentsiHyper-1\Virtual Hard Disks) Browse...
Summary
Size: 127 GB (Maximum: &4 TB)

(®) Use an existing virtual hard disk

Use this option o attach an existing virtual hard disk, sither VHD o WHDX format,

Location:

() attach a virtual hard disk later

Use this option o skip this step now and attach an sxisting virtual hard disk later.

<previous | [ Mewt= || Fmsh || concel

7. Click Next > Summary > Finish .
The machine will be created but we need to add the INTERNAL Interface.

8. Right Click the machine created > Settings > Add Hardware > Network Adapter

B Settings for cgs00005 an HYPERV

x
egs00005 MR
# Hardware A | B addHardwars
B ndd Hardware
o s105 You can use this setting to add devices ko your virtual machine,
Bk from CD Select the devices you want to add and click the Add button,
@ security SCSLCortroller
Key Storage Drive disabled o
W Memary RremoteFY 30 Yideo Adapter
1024 ME Legacy Metwork Adapter
I Processar Fibre Channel Adapter

1 Virtual pracessor

(= [ IDE Controller 0

. Hard Drive

COsO0005-diskL v ¥irtual machines are created with one network sdapter. fou can add addiional network
1 [ E controler 1 adapters as needed.
() DND Drive
None

&l scst Controller
[ Wetwork Adapter
Nek192-0-2%
& com1
None
§ comz
None
[ pisketts Drive
None
A Management

cgs00005

[ integration Services
Some services offered

t#, Checkpoints
Production

(=1} 5

S Smart Paging File Lacation
Cr\ProgramDataMicrosoft\Win...

9. Click Add > and connect it to your INTERNAL virtual switch
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[ Settings for cgs00005 on HYPERY!

| cgson0s

B

# Hardware

[ 105
Boot from CD:
@ Security
Key Storage Drive disabled
W Memory
1024 WG
I Processor
1 Virtual processar
a IDE Controller 0
= Hard Drive
cgs00005-ciskL vhilx
a IDE Controller 1
DVD Drive
Hone
&l 5Cs1 Controller
I Network Adapter
Met192-0-2+%
I Network Adapter
Net172-19-0-x

§ comt1

Mone
§ comz
Mone
[ Diskett= Drive
Mone
A Management
Name
cgs00005
[ Integration Services
Some services offered
1 Checkpaints

Production

B add Hardware

U Network Adapter

Specify the configuration of the network adapter or remove the network adapter,
Virtual switch:
|Met172-13-0 v

WLAN ID
[ Enable virtual LAN identification

The ¥LAH identfier specifies the virtual LAN that this virtual machin will use for all
network communications through this network adapter.

2
Bandwidth Management
[] Enable bandwidth management

Specify how this netwark adspter wtilzes netwark bandwidth, Bath Minimum
Bandwidth and Maximum Bandwidth are measured in Megabits per second.

Minimum bandvidth: 0| mbps
Maximum banduwidth: 0| mbps

@ Toleave the ninimum or maximum unrestricted, specify 0 as the valus,

To remeve the network adapker From this virkual maching, click Remoswe,

Remove

@) Use a legacy network adapter instead of this network adapter ko perform a
network-based installation of the quest aperating system or when integration
services are not installed in the guest operating system,

oK |

Cancel || Apply

10. Click Apply and OK.

6.4 Using KVM

When using KVM, you will receive the disks of the CSC GRE Cluster in gcow2 format.

The following example shows the installation on a KVM server using Virtual Machine Manager

(VMM)

1. Go to New -> Create a new Virtual Machine and select "Import existing disk image"

m Create a new virtual machine

—~
|

) Network Boot (PXE)

Connection: QEMU/KVM: 192.168.1.166

Choose how you would like to install the operating system
() Local install media (ISO image or CDROM)
() Network Install (HTTP, HTTPS, or FTP)

© Import existing disk image 2

|I Cancel | | Back || Forward

Maidenhead Bridge

Cloud Security Connector GRE Cluster | 24




2. Click "Forward"

3. Browse for the Disk and select Ubuntu 20.04 (or another Ubuntu version if 20.04 is not

available)

New VM

m Create a new virtual machine

Provide the existing storage path:
| Sfhome/kvm06,/VMs/ns-cgc00002-a-v-1-0.qcow2 | Browse... |
Choose the operating system you are installing: 2
Q. Ubuntu 20.04 Q |
Cancel | ‘ Back | | Forward |

4. Click Forward.

5. Select 2 x CPU and 4 GB Memory (or more).

New VM x

m Create a new virtual machine

Choose Memory and CPU settings:

Memory: |4096 - |+ |

Up to 7871 MiB available on the host

CPUs: (2 =+

Up to 4 available

Cancel | | Back | | Forward .

Maidenhead Bridge
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6. Click Forward.

7. Put the Name of the CSC, Select "Customise configuration before install" and choose here
the External Interface.

New VM X

Ready to begin the installation

Name: | csc-netskope-cluster-a| 1 |

T ubuntu 20.04
Install: Import existing OS image
Memory: 4096 MIiB
. 2 - IMPORTANT!
Storage: . /kvm06/VMs/ns-cgc00002-3v-1-0.gcow2

[E Customise configuration before install

+ Network selection

Bridge br1: Host device enp1s0 P | 3 (Extemal Interface)|

| Cancel | | Back | | Finish

8. Click Finish.

9. We need to add now the Hardware for the Internal Interface. Click "Add Hardware", select
"Network" and on Network Source choose the Internal Interface of the CSC.

u on QI J/KVM: 192.168.1.166
v Begininstallation €3 Cancel Installation
| Details ‘ XML
Bl osinformation Basic Details
ﬂ CPUS - Add New Virtual Hardware x
% BootOptions sta| B Controller 2
Virtio Disk 1 S Network | pemwits | x| 3 - Internal Interface
B —
ey " Input o ;
=2 Nici1omer - Network sourke: | gridge br2: Host device enp2s0 ~ |
Def M Graphics e
I/ Tablet B Sound ‘ ‘
oun
; MACaddress: [ | 52:54:00:c5:73:50
! Display VNC @ serial =
5 Console @ Parallel Device model: | virtio -
= Channel gemu-ga Hypel @ Cconsole
B video OXL 1yg |@ Channel
m Controller USB 0 Arc | & USE HostDevice
PCl Host Device
Emi
% RNG /dev/urandom B video
hil s watchdog
Firg [ Filesystem
@& Smartcard
@ UsB Redirection
1 o TPM
% RNG
n % Panic Notifier
,w‘ Virtio VSOCK
cancel | | Finish

10. Click Finish.
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11. The last step is: "Begin Installation"

v Begin Installation

csc-netskope-cluster-a on QEMU/KVM: 192.168.1.166

€ cancel installation

Detals | xML |
B osinformation Basic Details
ﬁ CPUs Name: ‘(s(—nerskupe(lnsts-r—a
== Memory

% BootOptions

[} virioDisk 1
& NiC:1dd1er
= NIC:cs7350
[/ Tablet

Bl Display VNG
2 Console

2 Channel gemu-ga
BB video QxL

[ controler uss o
% RNG/dev/urandom

uuID: 47a14897-6a71-4261-ba7e-ba146b583a91
Status: ¥ Shutoff (Shut Down)

Title: ‘

Description:

Hypervisor Details
Hypervisor: KVM
Architecture: x86_64
Emulator:  /usr/bin/qemu-system-x86_64

chipse: | @35 -‘

Firmware: ‘ BIOS.

| Add Hardware

el H ool

12. Done! Repeat the same process for the other CSC.

6.5 VM sizing

The CSC is a very efficient device and consumes few CPU and RAM resources. By default, we ship it
with 2 x CPU, 4 x GB RAM and 16 GB disk. If you are going to have an intensive use of Proxy Bypass
and high Private Access traffic, please increase CPU to 4 and RAM to 8 GB.

Maidenhead Bridge
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7 Powering up the CSC GRE

1. Power on the Virtual Machines.

2. SSH to the CSC using : ssh cscadmin@< CSC IP(eth1) -a > or < CSC IP(eth1) -b >. On the CSC
GRE Cluster CSC IP(eth1) -a is the fourth internal IP and CSC IP(eth1) -b is the fifth.

When prompted, put the following username and password to login on the CSC Console:
Username: cscadmin

Password: maidenheadbridge

Note: SSH to the EXTERNAL interface IPs is not allowed.

Maidenhead Bridge
Cloud Security Connector GRE cluster for Netskope - Admin Console

Company : Maidenhead Bridge
Location : mhbDcIp74

CSC ID : ns-cgct 4

Soft Version :

select an option by typing its number

Monitoring Tasks
Show Configuration and Status
) Show Interfaces Traffic
) Traceroute and Latency Test
Speed Test (Experimental)

ge jister or De-Register)
6) Manage Administrators
7) Change Timezone

) View Current Proxy Bypass List
9) Configure Proxy Bypass List

Routed Bypass
10) View Current Routed Bypass List
11) Configure Routed Bypass List

Log Information
12) View Current Month
13) View Last 6 Months

Configuration Wizards

4) ChanaP Nodes, DNS servers, :v=10u and more.
5) Switch Tunnels - Primary /

6) Update Netskope Nodes Datab

Labs - Private Access - (Preview)
) Show Configurations and Status Private Access.
Configure Privat
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MATION
denhead Bridge
HQkvm
c0OO02-3
C date: Tue 12 Oct ©9:27:00 BST 2021
oft version : 1.0

INTERFACES INFORMATION
: Tunnel IP: 192.168.1.60 | s Pr Egress IP: 192.16 IP(eth@): 192.168.1.62/24 | Network Gateway: 192.168.1.240 is Alive
GW IP: 172.1¢ 60 | IP(ethl): 172.19.0.63/24 | Network Gateway: 172.19.0. is Alive

CTION Options
cope: VIP Pro 172 | Route all traffi GW IP | Net y : 116.128.80:
to Internet: By 72.19.0. 28 | Nets al Proxy IP: 1 i

S INFORMATION
rver (1) IP: 172.
1.1.

19.0.100 is Alive
Server (2) IP: 1.

1 is Alive

NETSKOPE INFORMATION
GRE tunnels egress Public IP:

Prim Tunnel:
Node : GB,London,LON1
Node Public IP: 163.116.162
Node Probe: 18.162.6.209

ondary Tunnel:

Node : GB, chester,MAN1
Node Publ 3.116.165.36
Node Probe: 18.165.6.209

Tunnel (reachabili
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
ondary Tunnel (reachability):
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
returnToPrimaryTunnel: true

Tunnel Status: Primary tunnel is active since: Fri ¢ B3 : 3 BST 2021

/ip.maidenheadbridge.com) via Public IP 82.6

//mhb-net ac-fi . az om/routedBypassRulesFile.
://mhb-netskope-pac-files.s3.eu- y ypassRulesFile.json is re:
5 Rules configured via URL:

M Agent is acti 2021-108-05 2 y
tion values: { s mi-@166555d766 6" gi ey-west-2"}

0G INFORMATION
SLOG Server (1) IP: 172.19.0.199 is Alive
rver (2} IP is not configured

HIGH AVATLABILITY TInformation
This (n 00002-a) is Cluster ACTIVE

Congratulations! You are connected to Netskope.

In the next chapter, we are going to discuss the multiple options to steer traffic to Netskope via the
CSC GRE Cluster.
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8 Steering traffic to NewEdge with the CSC GRE Cluster.

In Chapter 3 of this Administrator Guide, we showed the Network Diagrams of different scenarios

of traffic steering. In this chapter, we are going to dig into more detail about the configuration
required.

We are going to analyse three scenarios:

1. Using Proxy settings to steer traffic to Netskope: This scenario is for companies currently
using PAC files (and maybe some client software) and migrating to Netskope Secure Web
Gateway.

2. Routing all traffic to Netskope: This scenario is for companies who want to send all traffic to
Netskope to use Cloud Firewall plus Secure Web Gateway.

3. Scenarios 1 and 2 combined: In this case, we will show how to use previous methods
simultaneously and how the CSC helps to connect any device to Netskope NewEdge.

8.1 Example of Proxied Traffic to Netskope: ON/OFF
Corporate Network.

8.1.1 Network diagram

. | Default Route to Internet i Firewall : ;w\;mn i
intranet. maidenheadbridge.com [ ::, - NEWE_‘?E?_NlDdES
Internal LAN {7\, Internet
Sna To Internet

Redundant GRE
Tunnels to NewEdge

Private Access

NEXT GIN SWG

TT’ User O

=L

8.1.2 Scenario, Objectives and Solution

Scenario

Before Netskope, the company used a legacy SWG appliance and now wants to migrate to
Netskope Cloud SWG.
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The default route to the Internet is via the Firewall.

The company devices used a mix of PAC files, Explicit Proxy Settings and software clients to redirect
traffic to the legacy SWG.

When the user was OFF Corporate network, it required the use of VPN to access corporate sites or
sites are reachable only if using the Public company IP.

Objectives
1. To protect Users when surfing the Internet.
2. To provide users with the same experience when they are ON or OFF Corporate Network.

3. To reach Microsoft 0365 Authentication destinations using the company Public IP to apply
Conditional Access rules and Multifactor Authentication controls.

4. To reach specific sites from the company Public IP.
Solution
1. Deploy the CSC GRE Cluster in the same place as the Legacy SWG.

2. Create the PAC files to send traffic via the CSC GRE Cluster to Netskope and bypasses via the
company Public IP.

3. Use the Netskope Client to steer traffic when the user is OFF the Corporate network and
allow remote access to company applications.

8.1.3 Detailed configuration
In the proxy scenario, we will use the CSC VIP Proxy IP and CSC Proxy Bypass IP.

The flow of the traffic via the CSC will be the following:

Cloud Security Connector
Traffic forwarding

csCcGwIipP E—

|

CSC VIP Proxy IP ————>»

to Netskope Proxy (163.116.128.80:80)

CSC Proxy Bypass IP —»

Proxy Bypasses (Layer 7)

Internal Interface 3 x IPs| [External Interface 2 x IPs]|
CSCinternal IP Name: Proxy IP : PORT Purpose
CSC VIP Proxy IP 172.19.0.61:80 Traffic to Netskope
CSC Proxy Bypass IP 172.19.0.62:3128 Traffic to Trusted Sites (Public IP required.)
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8.1.3.1

Sites to Bypass

Sites required to be bypassed from Netskope in this example:

# URL Network / Subnet Purpose
1 login.microsoftonline.com, |20.190.128.0/18 0365 login URLs. Bypass required for Conditional
login.microsoft.com, 40.126.0.0/18 Access Rules and MFA controls.
login.windows.net
2 portquiz.net 52.47.209.216/32 Trusted site required to be reached via company
Public IP.

8.1.3.2

Configuring the Proxy Bypass on the CSC

The recommended method to configure the Proxy Bypass is to create a PAC file and host the PAC

file somewhere on the internet.

In this example, we are hosting the PAC file on an AWS bucket. Here are the details.

PAC URL

https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/mhb-netskope-csc-bypass-pac-
documentation.pac

PAC content

function FindProxyForURL(url, host) {

// The value of bypassproxy here is not relevant. Leave this value as-is.
var bypassproxy = "PROXY 172.16.1.1:3128";

1/
// Section 3: bypassproxy via Cloud Security Connectors

// bypassproxy via CSC Public IPs (Examples)
// 0365 Domains for ConditionalAccess
if ((shExpMatch(host, "login.microsoftonline.com")) | |
(shExpMatch(host, "login.microsoft.com")) | |
(shExpMatch(host, "login.windows.net")) | |
// \P / Port test page
(shExpMatch(host, "portquiz.net"))) {
return bypassproxy
}
1/

// This return sentence does nothing. It is for script compatibility purposes only.
return bypassproxy

The next step is to configure the PAC URL on all CSCs and refresh the Proxy Bypass list.
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Later in this Guide, it is explained in more detail the configuration for Proxy Bypass.

8.1.3.3

PAC file for Company Devices: Laptops, desktops, servers, Etc.

Here the PAC file for company devices:

PAC URL

https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/mhb-netskope-laptop-desktop-pac-
documentation.pac

PAC Content

function FindProxyForURL(url, host) {

//
// Section 1: Standard PAC values

var privatelP = /A(0]10]127|192\.168|172\.1[6789] | 172\.2[0-9]| 172\.3[01] | 169\.254 | 192\.88\.99)\.[0-
9.]+$/;

var resolved_ip = dnsResolve(host);

/* Don't send non-FQDN or private IP auths to us */
if (isPlainHostName(host) | | isInNet(resolved_ip, "192.0.2.0", "255.255.255.0") | |
privatelP.test(resolved_ip))
return "DIRECT";

/* FTP goes directly */
if (url.substring(0, 4) == "ftp:")
return "DIRECT";

1/
// Section 2: Define Variables

var tonetskope = "PROXY 172.19.0.61:80; DIRECT";
var bypassproxy = "PROXY 172.19.0.62:3128; DIRECT";

/!
// Section 3: bypassproxy via Cloud Security Connectors

// bypassproxy via CSC Public IPs (Examples)

// 0365 Domains for ConditionalAccess

if ((shExpMatch(host, "login.microsoftonline.com")) | |
(shExpMatch(host, "login.microsoft.com")) | |
(shExpMatch(host, "login.windows.net")) | |
// P/ Port test page
(shExpMatch(host, "portquiz.net"))) {
return bypassproxy

}

1/
// Section 4: Default Traffic

// Default Traffic Forwarding.
return tonetskope

Sections of the PAC file for company devices:

Section 1: This section contains common values of a PAC file to send DIRECT traffic to internal
networks (10/8, 172.16/12, 192.168/16, Etc.), FTP and others. You can leave this section as-is.
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Section 2: In this section, you need to fill in the values of the variables tonetskope (via CSC VIP) and
bypassproxy (via CSC Proxy Bypass IP)

Section 3: Section 3 is a copy/paste of the relevant information of PAC for the CSC and contains the
list of destinations that will be bypassed using the company public IP.

Section 4: Default traffic will go via Netskope.

8.1.3.4 Netskope Client & Netskope Private Access

The last task is to install the Netskope Client and to configure three things:
1. Steering Configuration.
2. Detection ON/OFF Premises.

3. Create a Rule for Private Access to allow to reach the "bypassproxy" IP and Port when the
user is OFF Corporate network. (OFF Premises)

1. Steering Configuration

Go to Settings -> Security Cloud Platform -> Traffic Steering -> Steering Configuration and setup On-
Prem and Off-Prem as shown below.

Security Cloud Platform = Traffic Steering >
o Steering Configuration
< Security Cloud
Platform The steering configuration controls what kind of traffic gets steered to Netskope for real-time deep analysis and what kind of traffic gets bypassed.

The ‘Default Tenant Configuration’ applies to all users. If some users in your organization require a different configuration, create a new configuration for that OU or User Group.

Configuration
Bypassed Traffic: Don'tLog # MANAGE ERROR SETTINGS

TRAFFIC STEERING

Steering —_—
Configuration NEW CONFIGURATION

App Definition
Default tenant config AllUsers
Last edited Oct 6, 2021 by alarsen@maidenheadbridge.com On-Prem: All Web Traffic
IPSec Off-Prem: All Web Traffic, All Private Apps

Publishers

GRE

2. Detection ON/OFF Premises.

Go to Settings -> Security Cloud Platform > Netskope Client -> Devices, and click "Client
Configurations" ( right top corner)

Security Cloud Platform > Netskope Client >
N Devices LastEvent Time:  Last 7 Days +| | cuenrconricurations |
& Security Cloud

Platform JE— Click HERE

po— Qur- (%)

TRAFFIC STEERING
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Edit "Default Tenant Config" and enable "On-Premises Detection". In our case we created a DNS
record A (netskope.maidenheadbridge.com) in our DNS server for this specific purpose.

This DNS record is only available when the User is On-Premises.

Client Configuration X

DEFAULT TENANT CONFIG

TRAFFIC STEERING

Enable DTLS (Data Transport Layer Security)

On-Premises Detection

@ Use DNS

DOMAIN IP ADDRESS
netskupe.maidenheadhridge.mm\ 200.200.200.200
Use HTTP

¥ Advanced

CLIENT INSTALLATION & TROUBLESHOOTING

Upgrade Client Automatically to Latest Release »

@ LatestRelease: 89.0.0.  Latest Golden Release: 87.0.0.

Show upgrade notification to end users
Uninstall clients automatically when users are removed from Netskope
Allow users to unenroll
¥ Advanced
Enable advanced debug option

LOG LEVFL

| CANCEL ‘ SAVE

3. Create the App Definition and Rule for "bypassproxy" IP.

Go to Settings -> Security Cloud Platform > Traffic Steering -> App Definition and Select "Private
Appsll

Security Cloud Platform > Traffic Steering >

N App Definition

< Security Cloud

Platform CLOUD & FIREWALL APPS PRIVATE APPS 2|
Configuration Private Apps are applications hosted in the Public Cloud, or your datacenter. Define the Private

TRAFFIC STEERING

Steering After a private app is created, it will be automatically steered in Steering Configuration where F

Configuration 1 Real-time Protection Policies to log events and enable access to authorized users.
App Definition

Q Search application. host or publisher

...........

and create the "Private App" for "bypassproxy" IP and Port (172.19.0.62 / 3128) in our example.
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Edit Private App

Private apps are blocked by default. Policies are required to log events and enable access.

APPLICATION NAME

[CSC Proxy Bypass]

HOST

172.19.0.62

PROTOCOL & PORT

TCP: 3128

+ADD

(=]}

UDP: Enter port or port range separated by commas (e.g. 443, 8080-8090)

PUBLISHER

Publishers =  MHB-HQ-Publisher

DNS RESOLUTION
Minimum Publisher version of 1.4.6074 is required.

() Use Publisher DNS

CANCEL

4

Finally, include the Private App on an Allow Rule on Policy Settings.

Go to Policies -> Real Time Protection -> New Policy -> Private App Access.

N

< Policies

L Source

= Destination

. Profile & Action

@ set Policy

Maidenhead Bridge

Real-time Protection Policy

Activities and actions available are dependent on the type of profile and applications you selected

vser= 2 [

ADD CRITERIA ~

Private App - @
2
Private App=  [CSC Proxy Bypass]
ADD CRITERIA ~
Action: Allow >
3
DNPROEIE v

Allow PRoxy Bypass\
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Done! Your Setup is complete!

8.1.3.5 User experience On-Prem and Off-Prem

On-Premises

When the User is On-Premises, the Netskope Client icon will show "Netskope Client disabled - GRE
detected". Right Click the icon and click Configuration

Metskope Client Configuration

Organization: Maidenhead Bridge Limited

Gateway: gateway-—eu.gusknpe.mm

Gateway IP: M/A
IIser Email: -aidenheadbridge.com

Client Configuration: Default tenant config

Steering Configuration: Default tenant config
Device Classification: not configured

Tunnel Protocol;

Private Access: Disconnected

Private Access Gateway IP: N/A

On-Premises Chedk: On-Premises

Traffic Steering Type: All Web Traffic
Config Updated: 16:17:55, 12th Oct, 2021

Configuration is up-to-date.

When On-Prem, the PAC file will command how to redirect the traffic to Netskope and Bypasses.

Netskope will protect the user via the GRE tunnel.

Off-Premises

When the User is Off-Premises, the Netskope Client icon will show "Netskope enabled". Right Click
the icon and click Configuration:
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Metskope Client Configuration et

Organization: Maidenhead Eridge Limited
Gateway: gateway-maidenheadbridge. eu.goskope. com
Gateway IP: 163.116.162.35
IUser Email: alarsen@maidenheadbridge. com
Client Configuration: Default tenant config
Steering Configuration: Default tenant config
Device Classification: not configured

Turnel Protocol: TLS

Private Access: Connected

Private Access Gateway IP: 163,116, 162.78

On-Premises Chedk: Remote

Traffic Steering Type: All Web Traffic
Config Updated: 16:17:55, 12th Oct, 2021

Checking for updates...

In this case, the user traffic to the Internet is protected using the Netskope client tunnel, and
Private Access is connected, allowing the bypasses to go via the company public IP. How? Below is
the explanation.

1. The user types "portquiz.net" on the Browser.

2. The Browser reads the PAC file and uses Proxy 172.19.0.62:3128 to reach "portquiz.net"

3. Private Access intercepts the communication to "Private App" ->172.19.0.62:3128 and
sends the traffic to the Publisher that is on the company behind the CSC.

4. Finally, the flow reaches the CSC Proxy Bypass IP and leaves to the Internet via the
Corporate Public IP.

8.1.3.6 Final conclusion

With this setup, the user will have the same experience when connected to the Corporate Office or
working from home, thanks to the combination of Maidenhead Bridge Cloud Security Connector
and Netskope SWG + Private Access.
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8.2 Example of Routed Traffic to Netskope: ON/OFF
Corporate Network.

The previous example demonstrated how to create a seamless user experience when using proxy
settings on companies devices. In this example, we will reach the same objective but routing the
traffic the Netskope and not using proxy settings.

8.2.1 Network diagram
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8.2.2 Scenario, Objectives and Solution

Scenario

Before Netskope, the company used a legacy SWG appliance and now wants to migrate to
Netskope Cloud SWG + Cloud Firewall. To achieve this purpose, a CSC GRE Cluster will replace the
legacy SWG.

The company wants to send all traffic to Netskope. For this reason, the default route to the
Internet is via the CSC GRE Cluster.

Objectives
5. To protect Users when surfing the Internet.
6. To provide users with the same experience when they are ON or OFF Corporate Network.

7. To reach Microsoft 0365 Authentication destinations using the company Public IP to apply
Conditional Access rules and Multifactor Authentication controls.

8. To reach specific sites from the company Public IP.

Solution
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1. Deploy the CSC GRE Cluster in the same place as the Legacy SWG.

2. Route all traffic via the CSC GRE Cluster.

3. Create the Routed Bypass Rules on the CSC GRE Cluster to reach sites that requires the
company Public IP.

4. Use the Netskope Client to steer traffic when the user is OFF the Corporate network and
allow remote access to company applications.

8.2.3 Detailed configuration

In the routing scenario, we will use the CSC Gateway IP only.

The flow of the traffic via the CSC will be the following:

Cloud Security Connector
Traffic forwarding

to Netskope

csCcGwIipP —

Routed Bypasses (Layer 4)

Ext. Tunnel IP

CSC VIP Proxy IP ———>»

Ext. Bypass IP

CSC Proxy Bypass IP ———>»

Internal Interface 3 x IPs| [External Interface 2 x IPs]|
CSCinternal IP Name: Proxy IP Purpose
CSC Gateway IP 172.19.0.60 Traffic to Netskope and Routed Bypasses.

8.2.3.1 Sites to Bypass

Sites required to be bypassed from Netskope in this example:

# URL Network / Subnet Purpose
1 login.microsoftonline.com, |20.190.128.0/18 0365 login URLs. Bypass required for Conditional
login.microsoft.com, 40.126.0.0/18 Access Rules and MFA controls.
login.windows.net
2 portquiz.net 52.47.209.216/32 Trusted site required to be reached via company
Public IP.

8.2.3.2 Configuring the Routed Bypass Rules on the CSC

The recommended method to configure Routed Bypass Rules is to create a JSON file and host the
JSON file somewhere on the internet or internally on company servers.

In this example, we are hosting the JSON file on an AWS bucket. Here are the details.
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JSON URL

https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/routedBypassRulesFile-

documentation.json

JSON content

{
"routedBypassRules": [

{
"description": "0365 Login URLs 1",
"ipProtocol": "tcp",
"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "20.190.128.0/18",
"fromPort": "80",
"toPort": "80"

5

"description": "0365 Login URLs 2",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "20.190.128.0/18",
"fromPort": "443",

"toPort": "443"

b

{
"description": "0365 Login URLs 3",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "40.126.0.0/18",
"fromPort": "80",

"toPort": "80"

2

{
"description": "0365 Login URLs 4",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "40.126.0.0/18",
"fromPort": "443",
"toPort": "443"

5
"description": "portquiz.net",
"ipProtocol": "tcp",
"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "52.47.209.216/32",
"fromPort": "80",
"toPort": "80"

}
]

}

The Routed Bypass functionality allows you to create rules per Source and Destination Network,

Protocol (UDP, TCP, ICMP) and Port range.

In this particular case, the rules are:

Maidenhead Bridge

Cloud Security Connector GRE Cluster | 41




Rule description Purpose

0365 Login URLs 1 and 0365 Login URLs 2 Routed Bypass to Destination 20.190.128.0/18 port 80 and 433.

0365 Login URLs 3 and 0365 Login URLs 4 Routed Bypass to Destination 40.126.0.0/18 port 80 and 433.

portquiz.net Routed Bypass to Destination 52.47.209.216/32 port 80

8.2.3.3 Netskope Client & Netskope Private Access

The last task is to install the Netskope Client and to configure three things:
1. Steering Configuration. (same than the previous example)
2. Detection ON/OFF Premises. (same than the previous example)

3. Create a Rules for Private Access. In this case, we need to create Rules for all destinations
(°) we want to reach via the company Public IP: 0365 Login URLs and "portquiz.net".

New Private App X Edit Private App X
Private apps are blocked by default. Policies are required to log events and enable access. Private apps are blocked by default. Policies are required to log events and enable access.
APPLICATION NAME APPLICATION NAME
Office 356 Login Networks [portquiz.net]
+ADD +ADD

HOST HOST

40.126.0.0/18 ] portquiz.net [

20.190.128.0/18 [ PROTOCOL & PORT

TCP: 80

PROTOCOL & PORT
UDP: Enter port or port range separated by commas (e.g. 443, 8080-8090)
TCP: 80443
UDP: Enter port or port range separated by commas (e.g. 443, 8080-8090) FusLsHER
Publishers= MHB-HQ-Publisher
PUBLISHER

Publishers = MHB-HQ-Publisher DNS RESOLUTION
Minimum Publisher version of 1.4.6074 is required.
(2 Use Publisher DNS
DNS RESOLUTION
Minimum Publisher version of 1.4.6074 is required.
(D Use Publisher DNS
CANCEL SAVE
CANCEL SAVE AND CREATE POLICY | SAVE

After the creation of the Private App, you need to include them on Policies. (Go to Policies -> Real
Time Protection -> New Policy -> Private App Access. )

Here an example :

9 The amount of Private Access Apss to configure is the main difference between the Proxied and Routed solution.
In the Proxied solution, it is required to create only one Private Access App: for the CSC Bypass IP. In the Routed
solution, it is needed to create a Private Access App for each bypass destination.
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Real-time Protection

< Policies Q Policy Name ~ ‘ +ADD FILTER ‘
SSL Decryption
Policies
10 CREATED
A NAME SOURCE DESTINATION PROFILE ACTION
1 Allow 0365 Login and Portquiz -naidenheadbridge.ccm [portquiz.net], [Office 356 Login None Allow

Networks]

8.2.3.4  User experience On-Prem and Off-Prem

On-Premises

When the User is On-Premises, the Netskope Client icon will show "Netskope Client disabled - GRE
detected". Right Click the icon and click Configuration

Metskope Client Configuration

Organization: Maidenhead Bridge Limited

Gateway: gateway-—eu.gusknpe.mm
Gateway IP: M/A

IIser Email: -aidenheadbridge.mm

Client Configuration: Default tenant config
Steering Configuration: Default tenant config
Device Classification: not configured

Tunnel Protocol;

Private Access: Disconnected

Private Access Gateway IP: N/A

On-Premises Chedk: On-Premises

Traffic Steering Type: All Web Traffic
Config Updated: 16:17:55, 12th Oct, 2021

Configuration is up-to-date.

When On-Prem, the Netskope client is disabled, the internal LAN network routes all traffic to the
Internet to the Cloud Security Connector. The CSC will route the bypass traffic to the Firewall, and
everything else will travel via the GRE tunnel to Netskope NewEdge. In this case, Netskope
NewEdge provides Cloud Security Web Gateway and Cloud Firewall protection.

Maidenhead Bridge Cloud Security Connector GRE Cluster | 43




Off-Premises

When the User is Off-Premises, the Netskope Client icon will show "Netskope enabled". Right Click
the icon and click Configuration:

Metskope Client Configuration et

Oraganization: Maidenhead Bridge Limited
Gateway: gateway-maidenheadbridge. eu.goskope, com
Gateway IP: 163.116.1562.35
Lser Email: alarsen@maidenheadbridge. com
Client Configuration: Default tenant config
Steering Configuration: Default tenant config
Device Classification: not configured

Tunnel Protocol: TLS

Private Access: Connected

Private Access Gateway IP: 163,116, 162,78

On-Premises Check: Remote

Traffic Steering Type: All Web Traffic
Config Updated: 16:17:55, 12th Oct, 2021

Chedking for updates...

In this case, the user traffic to the Internet is protected using the Netskope client tunnel, and
Private Access is connected, allowing the bypasses to go via the company public IP. How? Below is
the explanation.

1. The user types "portquiz.net" on the Browser.

2. The Browser does a DNS query and resolves "portquiz.net" to obtain the destination IP:
52.47.209.216.

3. The Browser initiates the communication to 52.47.209.216

4. Private Access intercepts the communication to "Private App" ->52.47.209.216 (port 80)
and sends the traffic to the Publisher that is on the company behind the CSC.
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5. The "default route" sends the flow to the CSC. The CSC checks the destination IP and Port
(52.47.209.216, port 80) and finds it on the "Routed Bypass List". Finally, the flow leaves to
the Internet via the Corporate Public IP.

8.2.3.5 Final conclusion

With this setup, the user will have the same experience when connected to the Corporate Office or

working from home, thanks to the combination of Maidenhead Bridge Cloud Security Connector
and Netskope.
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8.3 Putting all together: Proxied and Routed Environments.

The Cloud Security Connector covers all possible scenarios, and this is the main benefit. The Cloud

Security Connector will protect all company devices with maximum redundancy and High
Availability. Below is a list of real cases of devices to connect in large organizations.

Cloud Security Connector
Traffic forwarding

te Metskope

cscGgwip —_—

Routed Bypasses (Layer 4)

Ext. Tunnel IP

i GRE Tunnel >

)

\AJ

CSCVIP Proxy IP ——>»

to Netskope Proxy (163.116.128.80:80)

Ext. Bypass IP

CSC Proxy Bypass IP —>»

Proxy Bypasses (Layer 7)

Internal Interface 3 x IPs| [External Interface 2 x IPs|

This table shows some examples of devices and the steering traffic options for each one.

# | Device Steering traffic options (*°)
1 Laptops Netskope Client (NC), PAC files , Routing.
2 Desktops Netskope Client (NC), PAC files , Routing, Explicit Proxy.
3 Servers PAC Files, Routing, Explicit Proxy.
4 Servers with no default route to Internet. PAC files, Explicit Proxy.
5 Companies with No Default Route to PAC files, Explicit Proxy.
Internet. All devices.
6 10T Devices. Routing, Explicit Proxy.
7 Linux Servers. Routing, Explicit Proxy.
8 Cameras, Room Reservations Systems, Routing, Explicit Proxy.
Alarms Systemes, etc.

10 In most cases, you can combine the options shown.
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8.4 Testing traffic to Netskope

8.4.1 www.notskope.com
The page www.notskope.com shows the Netskope Datacenter and the GRE IP of the CSC.

Using the browser:

“—

@ https/www.notskope.com X +

- C 8 notskope.com

2 Apps @ Outgeing Port Tester @ httpsi//www.notsko.. @ https://ipmaidenhe.. @ Welcome page

N
netskope Node

'You are using a Netskope NewEdge data center in London, United Kingdom (LON1)

Mote: For this utility to work you must be steering the notskope.com domain to Metskope

Your source |P address is 163.116.162.117

“our XFF IP address i GRE IP

Last update Bth October 2021

Using curl command from CMD or Terminal

Proxy environment:

Command curl --proxy http://<CSC VIP>:80 www.notskope.com

(i.e. Scurl --proxy http://172.19.0.61:80 www.notskope.com)

Expected Result <NewEdge Node IP> <City>,<Country> (<NodelD>)

(i.e. 163.116.162.117 London, United Kingdom (LON1) )
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Routed environment:

Command curl www.notskope.com
(i.e. Scurl www.notskope.com)

Expected Result <NewEdge Node IP> <City>,<Country> (<NodelD>)
(i.e. 163.116.162.117 London, United Kingdom (LON1) )

8.4.2 https:l/lip.maidenheadbridge.com
Maidenhead Bridge provides a HTTPS page to check the IP.

Using the Browser:

@ https://ipmaidenheadbridge.cor X +

< C | & ip.maidenheadbridge.com

i Apps @ Outgoing Port Tester @ https://www.n

£§2.68.6.74,163.116.162.117

Using curl command from CMD or Terminal

(Note: the switch "-k" on curl command is to avoid SSL certificate validation)

Proxy environment:

Command curl -k --proxy http://<CSC VIP>:80 https://ip.maidenheadbridge.com

(i.e. Scurl --proxy http://172.19.0.61:80 https://ip.maidenheadbridge.com)
Expected Result <Customer IP>, <Netskope Node IP>

(i.e. 82.68.6.74, 163.116.162.117)

Routed environment:

Command curl -k https://ip.maidenheadbridge.com
(i.e. Scurl -k https://ip.maidenheadbridge.com)

Expected Result <Customer IP>, <Netskope Node IP>
(i.e. 82.68.6.74, 163.116.162.117)
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8.4.3 SpeedTest

The CSC contains the SpeedTest client. You can run it from the SSH console or using any
Management tool (AWS Systems Manager, Rundeck, Salt, Ansible, etc.)

Monitoring Tasks
1) Show Configuration and Status
) Interfaces Traffic

4) Speed Test (Experimental)

Selection: 4

SPEED TEST
his is experimental. We are using third party tools. (Speedtest.net)
Results can be inaccurate or none. The test takes a while

Retrieving speedtest.net configuration...

esting from MNetskope (163.116.162.115)...
Retrieving speed .net server list...

:lecting best server based on ping...
Hosted by Livedrive Intermet (London) [1.12 km]l: 26.278 ms

esting download speed....... ... i e e e
Download: 343.44 Mbit/s

esting up
Uplnad: il
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9 SSH Admin Console

The SSH Admin Console simplifies admin tasks showing what is essential to administrators for
configuration, operation and troubleshooting.

Access to SSH Admin Console: Sssh cscadmin@<CSC GW P>

User: cscadmin / Default Password: maidenheadbridge / IP to SSH <CSC GW IP>

Main Menu:

Maidenhead Bridge
Cloud Security Connector GRE cluster for Netskope - Admin Console

Company : Maidenhead Bridge
Location : mhbDcIp74

CsC ID : ns-cgcOBO04-a

Soft Version : 1.1

Please select an option by typing its number

Monitoring Tasks

) Show Configuration and Status
2) Show Interfaces Traffic

) Traceroute and Latency Test
4) Speed Test (Experimental)

CSC Admin tasks

roxy Bypass List
9) Configure Proxy Bypass List

Routed Bypass
10) View Current Routed Bypass List
11) Configure Routed Bypass List

Log Information
12) View Current Month
13) View Last 6 Months

Configuration Wizards
14) Change Nodes, DNS servers,

) Show Configurations and Status Private Access.
) Configure Private Access.
) Configure CSC Remote Management via Private Access.
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Monitoring Tasks
) Show Configuration and Status
Show Interfaces Traffic
Traceroute and Latency Test
Speed Test (Experimental)

9.1.1 Show Configuration and Status

Show Configuration and Status. This menu show all parameters configured on the CSC GRE and

does several checks.

GENERAL INFORMATION
C aidenhead Bridge

102 -a
Oct 14:12:20 BST 2021
)

Tunnel IP: 192.16
GW IP: 172.19.

pe: VIP Pr 72. 08.61:80 | Route :

ct to Internet: Byp: oxy: 172.19.08.62:3128 | Netskope Glo

NFORMATION
rver (1) IP: 172.19.0.100 is Alive
rver (2) IP: 1.1.1.1 is Alive

NETSKOPE INFORMATION
GRE tunnels egress Publi

Primary Tunnel:
Node : GB,London,LONL
Node Public IP: 163.116.162.
Node Probe: 10.162.6.209

Node : Ell er,MANL
Node Public I 63.116.165.
Node Probe: 10.165.6.209

ability):
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
ondary Tunnel (reachabilit
ode Keepalive is: Alive
GRE Tunnel IP is: Alive
returnToPrimaryTunnel: true

unnel Status: acti i : Fri 8 Oct

ATUS
Kingdom (LON1)

LOG INFORMATION
r (1) IP: 172.19.
rver (2) IP is not c
CP Port: 514

HIGH AVAILABILITY Infor
his (ns )082-a) is Cluster ACTIVE

IP(etha) I i f 192.168.1.240 is Alive

172.

ope Glob:
3.116.128

om/ routedBypassRulesFile. json
ypassRulesFile.json is r
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GEMERAL INFORMATION
Company : Maidenhead Bridge

pEeE2-a
| 13 Oct 14:27:33 BST 20821
Soft version @ 1.0

9.1.1.2 Interfaces Information

4 | Network Gateway: 192.168.1.240 is Alive

9.1.1.3 TRAFFIC REDIRECTION Options

C REDIRECTION Optio
=tskope: VIP Pri .19.6 bl CSC Gh e = Globa : 6.128.80:80 via CSC GW IP

Direct to Internet:

9.1.1.4 DNS INFORMATION

S INFORMATION
S Server (1) IP: 172.19.8.100 is Alive
Server (2) IP: 1.1.1.1 is Alive

9.1.1.5 NETSKOPE INFORMATION

NETSKOPE INFORMATION
GRE tunnels egress Public IP: 82.68.6.74

Primary Tunnel:
Node : GB,London,LON1
Node Public IP: 163.116.162.36
Node Probe: 10.162.6.209
Secondary Tunnel:
Node : GB,Manchester,MAN1
Mode Public IP: 163.116.165.36
Node Probe: 108.165.6.209
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9.1.1.6 TUNNEL STATUS

TUNMEL STATUS
Primary Tunnel (reachability):
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
Secondary Tunnel (reachability):
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
returnToPrimaryTunnel: true

Tunnel Status: Primary tunnel is active since: Fri 8 Oct ©3:19:08 BST 2

9.1.1.7 HTTP://MWWW.NOTSKOPE.COM PAGE STATUS

HTTP: //WwW . NOTSKOPE.COM PAGE STATUS
163.116.162.116 London, United Kingdom (LONL)

9.1.1.8 PROXY BYPASS - EGRESS INTERFACE STATUS

PROXY BYPASS - EGRESS INTERFACE STATUS
Proxy Bypass Egress Interface 192.168.1.61 can reach test page (https://ip.maidenheadbridge.com) via Public IP 82.68.6.73

9.1.1.9 ROUTED BYPASS

9.1.1.10 AWS SSM AGENT
AWS SSM AGENT

SM Agent is active (running) since Tue 2821-10-05
Registration values: {"ManagedInstanceID":"mi-0160555d766bf22ck "i"eu-west-

9.1.1.11 SYSLOG INFORMATION

SYSLOG INFORMATION
SYSLOG Server (1) IP: 172.19.0.199 is Alive

SYSLOG Server (2) IP is not configured
S5¥YSLOG TCP Port: 514
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9.1.3 Traceroute and Latency Test

This test does a MyTraceRoute test to Primary and Secondary Node and a reverse traceroute from
the active tunnel to the local IP. This test helps administrators to validate the quality of the

Internet path, hop by hop.

This tert does 10 probes DIRE r: Netskope Nodes and a Reverse test via Active Tunnel to Publ.
e.

1 36.

ot see intermediate steps to Prima Secondar k if ICMP Time exceed (icmp t
1

For the Reverse test to ou need to allow ICMP out to 'Any' on the Netskope Con:

Testing Primary
Start: 2021-10-13

2

“ouswn~R

dsl.in-addr.zen.co.uk (82

Lin-b3-Tink. ip
ldn-bba-link. ip

.116.
: <(\¢1 18-13T14:19:46+0100
00060:

on. zen. net. uk
ink. ip. twelved

cr4l.lonl3.a
.lhrel

1.

se path from: 16
2621-16-13TL

7 399

zen.net ul |<1 148.

zen.net.uk (51.148.
zen.net.uk (51

168.1.62 from the Internet
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SPEED TEST
This is experimental. We are using third party tools. (Speedtest.net)
Results can be inaccurate or none. The test takes a while

Retrieving speedtest.net configuration...
Testing from Netskope ( i

Retrieving speedtest.net

Selecting best server based on ping...

Hosted by Lightning Fibre Ltd (London) [1.12 km]: 27
Testing downloa

Download:

Testing up

Upload: 708.33 Mbit/s

Admin tasks
AWS SSM Agent (Register or De-Register)
lanage Administrators

hange Timezone

9.2.1 AWS SSM Agent (Register | De-Register)
The CSC GRE can be integrated as "Managed Instance" with Amazon Cloud (AWS).

Amazon AWS offers on the Free Tier Account (https://aws.amazon.com/free) the capability to add

up to 1000 managed instances.
The steps required to add the CSC to AWS are two:
1. Create the Keys to register using "Hybrid Activation".

2. Register the CSC with the Keys

9.2.1.1 Create the Key using "Hybrid Activations"
1. Open your AWS console and go to: "AWS Systems Manager"
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https://aws.amazon.com/free

aws Services v

AWS Systems Manager

Quick Setup

Operations Management
CloudWatch Dashboard
OpsCenter

Resource Groups

Trusted Advisor & PHD

4

Actions & Change
Automation

Maintenance Windows

<

nstances & Nodes

Compliance
Inventory
Managed Instances
Hybrid Activations
Session Manager
Run Command
State Manager
Patch Manager

Distributor

Shared Resources

Parameter Store

Documents

Resource Groups v

EMENT T

AWS Systems Manager
Gain Operational Insight and Take Action on AWS

Resources.

Get Started with Systems Manager

How it works

More resources

1
A sk
® i

Documentation

(2056

L0e®

API reference

| S

Group your resources

Group your AWS resources and save
them into resource groups

View insights.

See relevant operational data and
dashboards about your grouped

Take action

Mitigate Issues by performing
operations directly on groups

FAQs

resources

Features

2. Click "Hybrid Activations". We recommend to put the name to identify the CSC on

"Activation Description" and "Default Instance Name". In this example is cgs00045

€ > C
QWS Services v
AWS Systems Manager
Quick Setup

¥ Operations Management
CloudWatch Dashboard
OpsCenter
Resource Groups

Trusted Advisor & PHD

¥ Actio

ns & Change
Automation

Maintenance Windows

¥ Instances & Nodes
Compliance
Inventory
Managed Instances
1
Sesslon Manager
Run Command
State Manager
Patch Manager

Distributor

w Shared Resources
Parameter Store

Documents

& eu-west-2 console.aws.amazon.com/systems-manager/act|

ations/create?region=eu-west-2

source Groups v

X

AWS Systems Manager Activations Create activation

Create activation

Activation setting

Create a new activation. After you complete the activation, you receive an activation code and ID. Use the code and ID to register SSM Agent

on hybrid and on-premises servers or virtual machines. Learn more (2

Activation descriptjon- Optional

Cgs00045 2

Maximum 2

Instance limit

Spec tal number hat yc
1

Maximum numbe
To register more than 1,000 managed instance in the current AWS account and Change setting
Region, change your account settings to use advanced instances. Learn more [

1AM role

To ommunication bef n 55M Agent on your managed in;

© Use the default role created by the system

(A EC2RunCommandRoleFor 1stances)

Select an existing custom IAM role that has the required permissions

additional manag st ter the expiry date, you must create a
nd running ins

The expiry date must be in the future, and not more than ays into the future

Default instance name- Optional

Specify a name to help you identify thi§managed instance when it is displayed in the ole or when you call a List AP

| cgsoooks 3

Maximum 2

Maidenhead Bridge
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aWS, Services Resource Groups ~ *
~—

AWS Systems Manager X ® You have successfully created a new activation. Your activation code is listed below. Copy this code and keep it in a safe place as you
Activation Code HL7upb+rwnrMd+cin+4p

Quick Setup Activation ID d3f3ddf7-23fb-4b3e-9778-2af6e09a1f95
You can now install amazon-ssm-agent and manage your instance using Run Command.Learn more
v
CloudWatch Dashboard AWS Systems Manager
OpsCenter
Resource Groups Activations
Trusted Advisor & PHD Q
v
Automation D Description Registered instances Regisi

Maintenance Windows R
d3f3ddf7-23fb-4b3e-9778-

2af6e09a1f95 €gs00045 0 !

9.2.1.2 Register the CSC on AWS
Using the Keys and Region from the Step before, register the CSC.

1. From the CSC Admin Tasks Menu, select "5) AWS SSM Agent (Register or De-Register)"

Admin tasks
AWS SSM Agent (Register or De-Register)

Manage Administra
7) Change Timezone

2. Register using the Keys and region:
Selection:
WS SSM Agent is not registered

)0 you want to Register (start) the AWS SSM Agent (y/n) y

lease, ingress Activation Code, Activation ID and Region (example: eu-west-1)
ctivation Code :HL7upb+rwnriMd+cIn+4p

ctivation ID :d3T3ddi7-23Tb-4b3e-97768-2a16e0%a1195

Region {eu-west-7

WS SS5M Agent 1s active (running) since Sat 2019-88-24 14:35:57 UTC; 22ms ago
iegistration values: {"ManagedInstanceID":"mi-0cl@191c@4e3@cbef","Region":"eu-west-2"}

Done! You have the CSC integrated with AWS now with the instance-id "mi-xxxxxxxxx" ("mi-
0c10191c04e30c0ef" in this example).
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Go to AWS System Manager - Managed Instances you will be able to see your CSC.

Resource Groups *

Services v

aws
~—

AWS Systems Manager X AWS Systems Manager

Quick Setup Managed Instances Settings
¥ Operations Manag

Cloudwatch Dashboard Managed instances

OpsCenter :

Q
Resource Groups
Trusted Advisor & PHD
Instance ID Name

W Actions & C

Automation mi-0c10191c04e30c0ef cgs00045

Platfi Platf: Agent

Ping status attorm atrorm ge.” IP address
type name version

@ Online Linux Ubuntu

Setup Inventory

Computer
name

Maintenance Windows

v

Compliance
Inventory

Managed Instances

9.2.1.3

Checking the status of the AWS SSM agent

The "Show Configuration and Status" Menu shows the status of the AWS SSM agent at the bottom.

M AGENT
M Agent is active (running) since Sat 20819-08-24 14:

ration values: {"ManagedInstanceID":"mi-8cl0191c#

; Imin ago
", "Region":"eu-west-2"}

monitoring the CSC and Update Bypass Lists.

IMPORTANT: Go to Appendix B to learn how to "Run Commands" from the AWS console to

9.2.2 Manage Administrators

This section allows to setup specific settings for user "cscadmin" (console user) and "csccli" (cli

user).

select the Administrator:
cadmin
cli
) Quit
nter your choice:

Maidenhead Bridge

cscadmin!

or '
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9.2.2.1 cscadmin settings
Enter your choice: 1
Please, select the task to do:
s sword
Keys

) Quit
nter your choice: [

9.2.2.2 csccli user

Note: the "csccli" user allows console access to the CSC. If you are managing the CSC using
Rundeck, Salt or Ansible, you will need to enabled the "csccli" user and to setup the SSH Key.

Enter your choice: 2

User 'csccli' is enabled.

hange
3) Quit
Enter your choice:

9.2.3 Change Timezone

You can change the TimeZone of the CSC using this menu.

| Configuring tzdata |
1 f
Please select the geographic area in which you live. Subsequent configuration questions will narrow this down by presenting a list of cities, representing the time zones in which they are located.

Geographic area:

Africa
America
Antarctica
Australia
Arctic Ocean

Asia

Atlantic Ocean
Europe

Indian Ocean
Pacific Ocean
System V timezones
us

None of the above

<0K> <Cancel>
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9.3 Proxy Bypass

The Proxy Bypass functionality allows doing layer 7 bypasses. This functionality works in

conjunction with PAC files.

Proxy Bypass

8) View Current Proxy Bypass List

9) Configure Proxy Bypass List

9.3.1 Proxy Bypass - Traffic Flow

Cloud Security Connector

Traffic forwarding

CSCGWIP —_—

Netskope

CSC Proxy Bypass IP ——>»

Ext. Tunnel IP
GRE Tunnel =
CSC VIP Proxy IP ——>» ‘ ! e '
to Netskope Proxy (163.116.128.80:80) Ext. Bypass IP .
Proxy Bypasses (Layer 7) l/

[Internal Interface 3 x IPs]

[External Interface 2 x IPs]

9.3.2 View Current Proxy Bypass List

Public IP required
>

This menu displays the current Proxy Bypass List. For example:

This is the list of current Domains

oftonline.com
ft.com
ws . net
portquiz.net

configured:

9.3.3 Configure Proxy Bypass List

This menu allows to configure the Proxy Bypass List.

) Quit
nter your choice: ||
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9.3.3.1 Auto - Proxy Bypass PAC URL

Auto—Proxy Bypass PAC URL is the recommended method to use. You need to create a "Proxy
Bypass PAC file" and host the PAC file somewhere on the internet. The CSC will read the "Proxy
Bypass List" from the "Proxy Bypass PAC file".

The "Proxy Bypass PAC file" acts as a central repository of all Layer 7 bypasses required. Moreover,
if you manage the CSCs using AWS Systems Manager (or another tool), you can update all CSCs in
your network doing one command.

In Chapter 8.1) "Example of Proxied Traffic to Netskope: ON/OFF Corporate Network. " we
explained how to use the Proxy Bypass functionality. In this chapter, we are going to see how to
configure and refresh the list.

Example of Proxy Bypass PAC:

Please, select method to configure Proxy Bypass List

) Auto - Proxy Bypass PAC URL
anual
3) Quit
Enter your choice:|1
Please, select method to configure Proxy Bypass List
onfigure Pro PAC URL and/or Update Proxy Bypasses
See PAC Pro xample

3) Quit

Enter your choice: 2

function FindProxyForURL(url, host) {
0XY 1.1.1.1:

"login.mi
"login.micr
"login.win

"ip.maidenheadbridge.com

return bypassproxy

Note 1: It is mandatory to use this function and format. Feel free to add lines but don’t change the format. We
recommend to start filling the first line and the last line. Use middle lines for copy/paste.

Note 2: The Bypass Proxy port is 3128
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Selection: 9
Please, select method to configure

s PAC URL

ur choice: |1

ipass Configuration

Your current Proxy Bypass PAC //mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/mhb-netskope ypass documentation.pac

ange the Pro 5 PAC URL?

your choice:

Please, input Prox
Bypass PAC URL:https:/, .eu-w .amazonaws . com/mhb-netskope-csc-bypass-pac-documentation. pac

eu-west-1.amazon: om/mhb-netskope y c-documentation.pac

This is your current Proxy
login.microsoftonline.com

rosoft.com
ndow

hanges?

your choice: |1

ass List updated s

9.3.3.2 Manual

If you want to update manually your Proxy Bypass list, follow this steps.

1. Select Option 2)

1) Aute - Proxy Bypass PAC URL
2) Manual

3) Quit

Enter your choice: 2

Please, read the instructions carefully:

You are going to edit the list using NANO editer
The following formats are accepted:

Full Domains: ‘www.example.com'
Wildcard for subdomains: '.example.com' - This will allow all subdomains of example.com

To save, press CTRL-X and ' !

Paid attention to ERROR messages if any. ERRORs must be corrected before to continue

Do you want to continue? (y/n)? []

2. Input"y"
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GNU nano 4.8 domains
.okta.com
.oktacdn.com

Modified

ogin.microsoftonline.com
ogin.microsoft.com
in.windows.net
net

e Get Help WY Write Out W Where Is B Cut Text W Justify ¢ Cur Pos M- UGG
Wi R R Replace WY Paste Text |l To Spell Ml Go To Line [JBI3 Redo

3. Add/ Delete / Modify your full domains and subdomains
4. Please, CTL+X and "Yes" (and after next prompt Enter) to Save

5. The modified Bypass List will be displayed.

This is your current Proxy Bypass List

.okta.com

.oktacdn. com
.okta-emea.com
login.mydomain. com
login.microsoftonline. com
login.microsoft.com
login.windows.net
portguiz.net
manualAdded. com

Do you want apply changes?
1) Yes

2) No

Enter your choice: []

6. Apply Changes Yes or No. If "1" you will receive the following message:

Do you want apply changes?
1) Yes

2) No

Enter your choice: 1

Proxy Bypass List updated sucessfully.
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9.4 Routed Bypass

When routing all traffic via the CSC GW IP, the Routed Bypass functionality allows you to connect

specific destinations (IP/Subnet) direct to the Internet, using your Public IP. By default, all
destinations will travel via the GRE tunnel to Netskope. If you want to bypass the GRE tunnel, you
need to create a Routed Bypass Rule.

Routed Bypass

9.4.1 Routed Bypass - Traffic Flow

Cloud Security Connector
Traffic forwarding

e Ext. Tunnel IP
CSCGWIP — 2
GRE Tunnel »
Routed Bypasses (Layer 4) |
CSC VIP Proxy IP ——>» J
Ext. Bypass IP
CSC Proxy Bypass IP —> '
[Internal Interface 3 x IPs| [External Interface 2 x IPs|

9.4.2 View Current Routed Bypass List

You can select to view the Routed Bypass Rules in Compact format or JSON.

'Json' format

9.4.2.1 Compact

Current Values configured are:
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9.4.3 Configure Routed Bypass List

There are two methods to configure the Routed Bypass List: Routed Bypass URL and Manual. The
recommended method is to use Routed Bypass URL.

Selection

touted Bypass Rules JSON File)
Default Values

9.4.3.1 Routed Bypass URL

Routed Bypass URL is the recommended method. Create an AWS bucket and place your JSON file
on it. Here an example:
https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/routedBypassRulesFile-
documentation.json

Enter your choice: 1
‘four Routed Bypass URL configured is: https://csc-gre-aws.s3.amazonaws.com/routedBypassRulesFile.j
Do you want to change the Routed Bypass URL?

Y

2) No
Enter your choice: 1

Please, input Routed By
Routed Bypass URL: ht gre-aws.s3.amazonaws.con/routedBypassRulesFile.json

Do you want to refresh the Routed Bypass List?
1) Yes

2) No

Enter your choice: 1

Routed Bypass JSON file imported successfully

'You can review your values before to apply. Please, Select 'Compact' or 'Json’ format.
1) Compact
2

Current Values configured are:

Inde; Protocol: tcp, Source.
Protocol: tcp, Sour
Protocol: tcp, Source.
Protocol: tcp, Sour
Protoce t SourceIP 18, FromPo t
Protocc SourceIP tina , FromPor 4 S|
6, Protoce SourceIP tina 14, FromPo 4 E ript. Skype and
7, Protoce udp, SourceIP stination 14, FromPo r ript: "Skype and

FromPort , To Por
FromPo:! 443, To Por
18, FromPo
16/32, FromPor

1P
1P

1P
1P

want to apply this values?
es

your choice

Rul a ed succesfully.

UDP 3" was

Routed Bypass List updated succesfully.

Maidenhead Bridge Cloud Security Connector GRE Cluster | 66




9.4.3.2 Manual (Paste Routed Bypass JSON file)

Another option to configure Routed Bypass Rules is to paste the JSON file using the following
menu:

Enter your choice: 2

WARNING: Manual Configuration will e the Bypass Routed URL if configured.

Enter your choice: 1
Please, paste Routed Bypass JSON File and press 'Enter' if required.

NOTE: If the json file has errors, it is possible that the script will hang. Press '}' and 'Enter' to end the operation.

Routed Bypass JSON file:

and paste the JSON file. The JSON file will be displayed, and if no errors are found, you can apply
the changes:

"description”: "Skype and Teams UDP 3",
"ipProtocol dp",

CirdIp": "0.0.0.0 .
"destinationCirdIp": "52.120.0.0/14",
"fromPort "3478",

"toPort": "3481"

Routed Bypass JSON file imported successfully

You can review your values before to apply. Please, Select 'Compact® or 'Json' format.
1) Compact

2) Json

3) No review is needed

Enter your choice: 1

Ccurrent Values configured are:

: tcp, SourceIP: 9.0.8. DestinationIP: .190.128.0/18, FromPort: 8@, To Port: 80, Description: "0365 Login URLs 1"

tcp, SourcelIP: 6.0.0. t 20.196.128.8/18, FromPor 44 To Po 43, Description: "0365 Login URLs 2"

tcp, SourceIP: 9.0.8. ti 40.126.0.0/18, FromP 80, To Port: 80, Description: "

tcp, SourcelIP: 6.0.0. tinat 47.209.216/32, omPort: 80, To Po 80, Descriptio p

tcp, SourceIP: 0.0.8.0/ tinati .126.0.8/18, FromPe To Port: 443, Description 5 Login URLs 4"

udp, SourceIP: 0.0.8. tinat .107.64.0/18, From 1 34 t: 3481, Description: "Skype and Teams UDP 1"
: udp, SourceIP: 9.0.8. estinati .112.0.8/14, FromPor 81, Description: "Skype and Teams UDP 2"

rotocol: udp, SourceIP: 6.0.8. DestinationIP: 52.126.0.8/14, FromPc - 3481, Description: "Skype and Teams UDP 3"

~NO U B WD

Do you want to apply this values?

choice: 1

Rule "0365 Login URLs 1" was ated succesfully.
"0365 Login URLs 2"
"0365 Login
"portquiz.
"0365 Login

succesfully.
ted succesfully.

Routed Bypass List updated succesfully.
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9.5 Log Information

This section shows the Logs. You can see the Current Month or Last 6 Month:s.

Log Information
12) View Current Month
13) View Last 6 Months

9.5.1 View Current Month

Selection: 12
Current Month (Dctober 2021) Logs for ns-cgcBBoe2-a

6 root: | (STANDBY) ns cOpER2-a is Cluster StandBy - No active tunnels
root: | ( UP) CSC GRE ter was powered ON: Mon 4 Oct 18:31:11 UTC 2621
root: | NFO) Routed Bypass Rules JSON file integri
root: | (INFO) ( x: @) Rule "0365 Login URLs 1"
root: | ( NFO) | x: 1) Rule "0365 Login URLs 2"

| NFO) x: 2) Rule "0365 Login URLs

8 root: ( CSCH(INFO) | x: 3) Rule "portquiz.net"
root: | ( NFO) 4} Rule "DﬁWR Login URLs 4" was
root: | NFO) ( ) Rule and Teams UDP 1"
root: | CsCh( ) : ) Rule and Teams UDP 2"
root: | S0 ( ) Rule 'F and Teams UDP 3"
root: ( ] im: tunne1 is since: Mon 4 Oct 1
root: | ( ) ns HBE62 is Cluster Active

i i enabled via console.
> modified for user 'csccli'.

Selection: 13
Last 6 Months Logs up to Current Month (October 2021) for ns-cgcBBB082-a

106 root: ( ( (STANDBY) ns-cgcO0082-a is Cluster StandBy - No active tunnels
:11 root: | (UP) E Cluster was powered ON: Mon 4 Oct 18:31:11 UTC 2821
:15 root: | NFO) Routed Bypass Rules JSON file integr
:16 root: | NFO) (Index: 8) Rule i
root: |( [INFO) (Index: 1) Rule
8 root: ( NFO) (Index: 2) Rule g
root: ( NFO) (Index: 3) Rule pnrtquiz.net" W:
root: ( (INFO) | x: 4) Rule "0365 Login URLs 4" was ¢
root: ( NFO)  (Indes ) Rule pe and Teams UDP 1"
root: | NFO) (Index: 6) Rule pe and Teams UDP 2"
root: ( NFO) ¥x: 7) Rul pe and Teams UDP 3
root: ( UP] imary l is active since: Mon 4 Oct lL
6 root: | CSC) (AC ) ns-cgc@ORez2-a is Cluster Active
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9.6 Configuration Wizards

In this section, you can run the Configuration Wizard to change GRE Nodes, DNS servers, Etc;
Switch tunnels and Update Netskope Nodes Database.

Configuration Wizards
Change Nodes, DNS servers, Syslog and more.
itch Tunnels - Primary / ndary.
Update Netskope Nodes Databases.

9.6.1 Change Nodes, DNS servers, Syslog and more.

With this wizard you can change:
1. Netskope Nodes
2. DNS Servers
3. Bypass Proxy PAC URL
4. Routed Bypass JSON URL

5. Syslog Servers.

Selection: 14
Welcome to the C E Configuration Wizard

Please go to page: Settings -: curity Cloud Platform -> Traffic Steering Section -> GRE and check 'GRE configurations' to validate that .74 is added.

NETSKOPE INFORMATION
GRE tunnels egress Public IP: 8

Primary Tunnel:
Node : GB,London,
Node Public IP: 1
Node Probe: .
Secondary Tunnel:

unnel: true
.6.100 ; 1.1.1.1

m/mhb-netskope-csc-by c-documentation.pac

EM IP: 172.19.0.199
SIEM IP: Not configured
ort: 514
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9.6.1.1 Running the Configuration Wizard

Select Nodes, Auto o Manual.

If you select "Auto" the CSC will select the nearest Netskope Nodes to "GRE Tunnels egress Public
IP". If you select Manual, you can choose manually the Nodes Primary and Secondary.

Are you ready to continue?
1) Yes

2) No

Enter your choice

METSKOPE INFORMATION
GRE tunnels egress Public IP: 82.68.6.74

Primary Tunnel:

Node : GB,London, LON1

Node Public IP: 163.116.162.36

Mode Probe: 108.162.6.209
Secondary Tunnel:

Node : GB,Manchester,MAN1

Node Public IP: 163.116.165.36

Node Probe: 10.165.6.209
returnToPrimaryTunnel: true

Do you want to change the Netskope Tunnel walues?
1) Yes

2) No

Enter your choice

Please, select Manual or Auto Node Selection

1) Manual

2} Auto

3) Quit

Enter your choice: 1

Selecting "Manual"

-> Select your Primary Node.

49) Not in the list? Input Manually
50) Quit

-> Select your Secondary Node
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49) Mot in the 1ist? Input Manually]
50) Quit

-> Select 'returnToPrimaryTunnel' variable:

Please select 'true' if you want the CSC to return to Primary tunnel (after 10 min of stability) when
using Secondary tunnel.

Select 'false' if you want to remain using Secondary Tunnel and not to return to Primary.(Secondary
will be nominated as 'new' Primary)

Y len using Secondary tunnel.
condary will be nominated as 'new' Primary)

DNS Configuration

DNS Configuration

Your current DNS Servers are:; 172.19.60.160 ; 1.1.1.1
Do you want to change the DNS servers?

1) Yes

2) No

Enter your choice: 2

Proxy Bypass Configuration

nfiguration
Your current Pr Bypass PAC URL is https://mhb-netskope-pac-fil .eu-west-1.amazon om/mhb-netskope- y 5 -pac-documentation. p

you want to change the Proxy Bypass PAC URL?
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louted Bypass Configuration

Vour Routed Bypass URL configured is: https://mhb-netskope-pac-files.s3.eu-west-1.amazon: com/ routedBy WulesFile-documentation. json

ange the Routed Bypass URL?

r your choice:
Do you want to refresh the Routed Bypass List?
1) Yes
) No

log / SIEM Configuration

Primary 5 g / SIEM IP: 172.19.0.199
g IEM IP: Not confiqured
TCP port: 514

Do you want to change log / SIEM Servers values?

1) Yes

2) No

3) Reset default values
Enter your choice: 2

At the end of the Wizard, you will be asked to confirm this values.

NETSKOPE INFORMATION
GRE tunnels egress Public IP:

Primary Tunnel:
Node : wyork, NYC1
Node 63.116.135.36
Node Probe: 10.135.6.209
Node : US,Washington,IAD2
Node Publ IP: 163.116.146.36
Node Probe: 10.146.6.209

Tunnel: true

19.0.1080 ; 1.1.1.1
'fmhb-netskope-pac-files.s3.eu-west-1.amazona m/mhb-netskope- ypass-pac-documentation. pac
://mhb-netskope-pac-files.s3.eu-west-1.amazonaws . com/ routedBypassRulesFile umentation.json
EM server IP: 172.19.0.199
port IP: 514

i1l reboot)

Enter your choice: [I

Done!
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9.6.2 Switch Tunnels - Primary /| Secondary.

This Wizard allows to Switch Tunnels Primary to Secondary and vice-versa.

Selection: 15

NETSKOPE INFORMATION
GRE tunnels egress Public IP:

Primary Tunnel:
Mode : GB,London, LONL
Node Public IP: 163.116.162.36
Node Probe: 10.162.6.209
Secondary Tunnel:
Node : GB,Manchester,MAN1
Mode Public IP: 163.116.165.36
Mode Probe: 10.165.6.209

TUNNEL STATUS
Primary Tunnel (reachability):
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
Secondary Tunnel (reachability):
Node Keepalive is: Alive
GRE Tunnel IP is: Alive
returnToPrimaryTunnel: true

[=]

Tunnel Status: Primary tunnel is active since: Fri 8 Oct 03:19:08 BST 2021

HTTP: / /W . NOTSKOPE . COM PAGE STATUS
163.116.162.116 London, United Kingdom (LON1)

Do you want to Switch Primary / Secondary Tunnel?
Selecting Yes will disrupt all current connections.

1) Yes
2) No
Enter your choice: []

9.6.3 Update Netskope Nodes Databases.

This command retrieves the latest Netskope Node Database.

Selection: 16

Checking Netskope Nodes Databases...
This C5C has the latest version: 1.2
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10 Private Cloud Private Access

10.1 What is Private Cloud Private Access (PriCPA)?

Private Cloud Private Access (PriCPA) is a new functionality of the Cloud Security Connector. PriCPA
allows you to create a Private Cloud among all CSCs for private traffic. In a matter of minutes, you

can build a full mesh encrypted topology between your locations for private traffic with Zero Trust.
After making the Private Cloud, you can set up your policies to define who will talk with who inside

your Private Cloud.

10.2 PriCPA Network Diagrams

10.2.1 High Level Network Diagram

Raw Internet & Cloud Applications

7N

Netskope [
Ap Netkope (g

‘ : k‘n,,-""
<."> Ne“ Edge NEXT GEN SWG %
g E . A
. : Tunnel
GRE . _u
Tunnel ;

GRE l\~ j
On Premises
(Whware, Hyper-v, K\VM)

= Tunnel
= NxIPsec

Private Access
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{over Intermnet)

A 4

Tunnel

Azure Cloud

Compute
Engine

@ o) e

AWS Cloud GCloud
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10.2.2 Low Level Network Diagram - PriCPA only

The following network diagram shows the IP addressing for PriCPA.

Subnets behind:

Subnets behind: Private IP - Cé)mpule

10.1.5.0/24 192.168.7.4/24 ngine

10.1.6.0/24 Subnets behind:
-// 10.1.7.0/24

ﬁ E Public IP:Port Public IP:Port
n o 200.1.1.1:51820 200.1.1.2:51820

A
——
1 Securityl
” Group Public IP:Port Public IP:Port
{:E 200.1.1.3:51820 200.1.1.4:51820

Private IP :
192.168.7.1/24

Private IP : ‘
192.168.7.2/24 =

10.1.1.0/24 Subnets behind:
10.1.2.0/24 10.1.3.0r24
........................................... \L 10.1.4.0/24
Azure Cloud Private Cloud _/

Subniet 192.168.7.0/24 :
ks On Premises (vVMware, Hyper-v, KVM)

_____

Private IP :

192 168.7.3/24

10.1.8.0/24

GCloud

Steps to design your Private Cloud:

1.

Select a Subnet for your Private Cloud. The example above is 192.168.7.0/24. Due to the
Subnet is /24, up to 255 CSCs can participate in this Private Cloud.

Assign a Cloud Private IP to each CSC. In this example, we are assigning 192.168.7.1 to
192.168.7.4

The Public IP to be used will be the same assigned to the Bypass of each CSC. You can
choose the UDP port to use at each location. For simplicity, it is recommended to use the
same port at all locations.

Gather the information of the private Subnets behind each CSC. This information will be
required when configuring the Peers.

Firewall Rules (or Security Groups Rules): The CSC for Azure, AWS and Gcloud will
implement the firewall rules automatically. Manual FW rules are required when the CSC is
"On-Premises". The CSC provides a JSON file with the rules required.
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10.3 Configuring PriCPA

The Main Menu has a section for Private Access:

Labs - Private Access - (Preview)
Show Configurations and Status Private Access.

Configure Private Access.
Configure CSC Remote Management via Private Access.

The configuration of PriCPA is thee simple steps:

1. Create the Local Node configuration. This step will initialize and enable Private Access on
the Node. The result of this operation will show a "Token" and "Private Access Local JSON
file".

2. |Initialize the second node in the cluster using the "Token" and "Private Access Local JSON
file".

3. Create and distribute the Private Access Peers JSON file to all nodes.

IMPORTANT: We strongly recommend using software with a JSON formatter to create the Peers
JSON file, like Visual Code or Notepad ++ . See Appendix C for more detail about how to install
these programs and the plugins required.

10.3.1 Create the Local configuration (first node of the cluster)
» From Main Menu, select "18) Configure Private Access."
Selection: 18

Private Access Configuration Wizard

Steps to configure Private Access:

- Create Private Access Local Configuration. (This selection also allows to change Local Configuration)

- (optional, if HA is enabled.) Copy Local Configuration to the other CSC in the HA pair.
- Load Private Access Peers JSON configuration file.

1) Create (or change) Private Access Local Configuration
2 s Peers JSON configuration file

Enter your choice: []

» Select "1) Create (or change) Private Access Local Configuration"
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your choi

Private Access is not enabled.

IMPORTANT:

1) Use 'Manual Configuration' to generate keys and values.

2) Use 'Token and JSON® to load pr

Do you want to enable Private Access
1) Manual Conf

2) Token and 3]

3) Quit

Enter your ch

erated values. For

to configure second CSC on HA Pair.

» Select "1) Manual Configuration" and input the values requested.

Enter your choic 1
Before continuing, you need to have the following values read

Node Name. (string)

(Optional) Location Name. (string

(Optional) Description. (string)

Public IP and UDP Port. (IP:Port)

Private IP/Subnet of Local Interface. (IP/Subnet Prefix)

Do you want to continue?

2) No
Enter your choice: 1

Please, input the following values:

Node Name (string): ns-cgc@0004
(Optional) Location Name (stri
(Optional) Description (string
Public IP and UDP port (IP:Por 82.68.6.74:51821

Private IP/Subnet of Local Interface (IP/Subnet Prefix): 192.168.7.11/24

: MHB-DC-KVM

-> Persistent KeepAlive is required in rare cases:
a) when the firewall of this si
b) when incoming connections are not possible at all to this si

IMPORTANT: We strongly recommend keeping the default value of 'Persistent

Do you want to change default value of 'Persistent KeepAlive = no'?

1) Yes
2) No (Recommended)
Enter your choice: 2

[The values to configure are:

Mode Name: ns-cgc@0004
Public IP and UDP Port: 82.68.6.74:51821
Private IP/Subnet of Local Interface: 192.168.7.11/24
: MHB-DC 1
CSC GRE Cluster for Netskope located at MHB DC
Persistent pAlive: no

Do you want to apply this values?

» Apply values

Maidenhead Bridge

CSC GRE Cluster for Netskope located at MHB DC

an outbound NAT without changing the source port
te.

Alive = no'. Enabling 'Persistent erates unnecessary traffic and consumes CPU resources
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Enter your choice: 1

Private Access - Private Access service is enabled on ns-cg

e the other CSC on the High Availability Pair. Discard this message if you are doing a single deployment

Please, copy the following values in a safe place to config

Token: RULYd21DZ1BENnRjT1I4SWNVVkdWbEZBSHKkrdEZEYzdMT29kRkhlbFpFbzoK
Private Access Local Config JSON file:

{
E

IMPORTANT: The "Token" and "Private Access Local Config JSON file" will be used to create the
local configuration on the second node of the CSC GRE Cluster. Please, keep these values in a safe
place. You can use these values to reconfigure any node of the CSC GRE Cluster if necessary in the

future. For example, if you want to change the IPs or descriptions.

10.3.2 Create the Local configuration (second node of the cluster)
SSH the second node if the Cluster and input the "Token" and "Private Access Local Config JSON
file".
MHB Labs - Private Access - (Preview)
17) Show Confial ns_and Status Private Access.
18) Configure Private Access
19) Configure CSC Remote Management via Private Access.
e) Exit
selection: 18
Private Access Configuration wizard
Steps to configure Private Access:
- Create Private Access Local Configuration. (This selection also allows to ge Local Configuration)
- (optional, if HA is enabled.) Copy Local Configuration to the other CSC in the HA pair.
- Load Private Access Peers JSON configuration file.

e) Private Access Local Configuration
s Peers JSON configuration file

Enter your choice:| 1
Private Access is not enabled.
IMPORTANT :

1) Use 'Manual Configuration' to generate keys and values.
2) Use 'Token and JSON' to load previous generated values. For example, to configure second CSC on HA Pair.
Do you want to enable Private Access?

1) Manual Configuration
[2) Token and JSoN

tring)
Access Local Config JSON file. (JSON File)

Do yoU want to Continue?
1) Yes

2) No
Enter your choice:|1
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|Do you want to continue?

1) Yes
2) No
Enter your choice:| 1

Please, input the following values:

Token (string): RULYd21DZ1BONnRjT1I4SWNVVkdWbEZBSHkrdEZEYzdMT29kRkh1bFpFbzOK

Please, paste 'Private Access Local Config JSON file' and press 'Enter' if required.

NOTE: If the json file has errors, it is possible that the script will hang. Press '}' and 'Enter' to end the operation.

Private Access Local Config JSON file: {

"nodeName": "ns-cgc@OO04",

"location": "MHB-DC-KVM",

"description”: "CSC GRE Cluster for Netskope located at MHB DC",
"publicKey": "6fR2Hy30AXWizM/+cMgVZSFLhj9pwTvLNGq602S1FwM=",
"publicIpAndUdpPort": "82.68.6. 1821"

"privateCirdIp": "192.168.7.11/24",

"pers ntKeepAlive": "no",

"networ : [1.

"privateApps":

Private Access Local Config JSON file imported successfully

The values to configure are:

Node Name: "ns-cgcO@ee4"

Public IP and UDP Port: 82.68.6.74:51821

Private IP/Subnet of Local Interface: 192.168.7.11/24
Location Name: "MHB-DC-KVM"

Description: "CSC GRE Cluster for Netskope located at MHB DC"
Persistent KeepAlive: no

Do you want to apply this values?
1) Yes

2) No

Enter your choice:|1

Private Access - Private Access service is enabled on ns-cgc@e@@4-b.

10.3.3 Create the Private Access Peers JSON file

The Private Access Peers JSON file contains:
1. The Local configuration of each Peer.
2. The "networks" behind each Peer.
3. The "privateApps" allowed to be reached on each Peer.

Here some examples.

10.3.3.1 Full mesh Private Access Peers JSON file

Consider the following example:
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We have 3 nodes and we want to allow full communication between sites for all port and
protocols.

The Local Config JSON file of each node is:

ns-cgc00001

{
"peers": [
{
"nodeName": "ns-cgc00001",
"description": "Node on VMware Server 1",
"location": "HQ",
"publicKey": "yAnz5TF+IXXJte14tji3zIMNg+hd2rYUIgJBgB3fBmk=",
"publiclpAndUdpPort": "200.1.1.1:51821",
"privateCirdlp": "192.168.7.1/24",
"persistentKeepAlive": "no",
"networks": [],
"privateApps": []

ns-cgc00002
{

"peers": [
{

"nodeName": "ns-cgc00002",
"description": "Node on VMware Server 2",
"location": "Datacentre 2",
"publicKey": "xTIBASrboUvnH4htodjb6e697QjLERtINABAmMZqp8Dg=",
"publiclpAndUdpPort": "200.1.1.2:51821",
"privateCirdlp": "192.168.7.2/24",
"persistentKeepAlive": "no",
"networks": [],
"privateApps": []

ns-cgc00003

"peers": [

{
"nodeName": "ns-cgc00003",
"description": "Node on VMware Server 3",
"location": "Branch",
"publicKey": "TrMvSoP4jYQIY6RIzBgbssQqY3vxI2Pi+y71I0WWXX0=",
"publiclpAndUdpPort": "200.1.1.3:51821",
"privateCirdip": "192.168.7.3/24",
"persistentKeepAlive": "no",
"networks": [],
"privateApps": []

Maidenhead Bridge

Cloud Security Connector GRE Cluster | 80




Firstly, we need to create our "basic" Peers Configuration JSON file: It contains the Local
Configuration of each Node plus the "networks" behind each node.

Basic Peers Configuration JSON file
{

"peers": [
{

"nodeName": "ns-cgc00001",
"description": "Node on VMware Server 1",
"location": "HQ",
"publicKey": "yAnz5TF+IXXJte14tji3zIMNg+hd2rYUIg)BgB3fBmk=",
"publiclpAndUdpPort": "200.1.1.1:51821",
"privateCirdlp": "192.168.7.1/24",

"persistentKeepAlive": "no",

"privateApps": []

"nodeName": "ns-cgc00002",

"description": "Node on VMware Server 2",

"location": "Datacentre 2",

"publicKey": "xTIBA5rboUvnH4htodjb6e697QjLERtINAB4AMZqp8Dg=",
"publiclpAndUdpPort": "200.1.1.2:51821",

"privateCirdlp": "192.168.7.2/24",

"persistentKeepAlive": "no",

"privateApps": []

"nodeName": "ns-cgc00003",

"description": "Node on VMware Server 3",

"location": "Branch",

"publickey": "TrMvSoP4jYQIY6RIzBgbssQqY3vxI2Pi+y71IOWWXX0=",
"publiclpAndUdpPort": "200.1.1.3:51821",

"privateCirdIp": "192.168.7.3/24",

"persistentKeepAlive": "no",

"privateApps": []
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In this "Basic Peers Configuration JSON file" we have:

* Green: The Local values generated at each node.
. The Subnets behind each node
* Red: Nothing. No private Apps configured.

If you deployed this "Basic Peers Configuration JSON file" to all CSCs, you have created the Private

Cloud. All Peers will be visible to each other, but no traffic between subnets will be allowed
because there is no "privateApps" configured.

If we want to allowed traffic any to any between subnets, we need to add the corresponding
"privateApps" to each node. For example for node: "ns-cgc00001"

ns-cgc00001
{

"nodeName": "ns-cgc00001",

"description": "Node on VMware Server 1",

"location": "HQ",

"publicKey": "yAnz5TF+IXXJte14tji3zIMNg+hd2rYUIgJBgB3fBmk=",
"publiclpAndUdpPort": "200.1.1.1:51821",

"privateCirdlp": "192.168.7.1/24",

"persistentKeepAlive": "no",

"privateApps": [
{

"description": "Allow all traffic to this site",

"ipProtocol": "all",

"sourceCirdlp": [
"0.0.0.0/0"

1

"destinationCirdlp": [
"10.1.1.0/24",
"10.1.2.0/24"

1

"destinationSinglePorts": [

1

"destinationPortRange": {
"fromPort": "",
"toPort": ""

}

}
]
|3

In this case, we added a "privateApp" that allows any source IPs (0.0.0.0/0) to reach the
"networks" (10.1.1.0/24 and 10.1.2.0/24) using "all" protocols ("ipProtocol" : "all".)
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Now, completing our "Peers Configuration JSON file":

{

Full Mesh Peers Configuration JSON file.

"peers": [
{
"nodeName": "ns-cgc00001",
"description": "Node on VMware Server 1",
"location": "HQ",
"publicKey": "yAnz5TF+IXXJte14tji3zZIMNg+hd2rYUIgJBgB3fBmk=",
"publiclpAndUdpPort": "200.1.1.1:51821",
"privateCirdIp": "192.168.7.1/24",
"persistentKeepAlive": "no",

“privateApps": [

"description": "Allow all traffic to this site",
"ipProtocol"; "all",
"sourceCirdlp": [
0.0.0.0/0"
I
"destinationCirdlp": [
*10.1.1.0/24%,
"10.1.2.0/24"
1
"destinationSinglePorts": [
un
I
"destinationPortRange": {
“fromPort": ™",
"toPort": 1

"nodeName": "ns-cgc00002",

"description": "Node on VMware Server 2",

"location": "Datacentre 2",

"publicKey": "xTIBASrboUvnH4htodjb6e697QjLERtINAB4mMZqp8Dg=",
"publiclpAndUdpPort": "200.1.1.2:51821",

"privateCirdlp": "192.168.7.2/24",

"persistentKeepAlive":
"networks": [

"privateApps": [

"description"”: "Allow all traffic to this site",
"ipProtocol"; "all",
“sourceCirdlp": [
0.0.0.0/0"
1
"destinationCirdlp": [
"10.2.1.0/24",
"10.2.2.0/24"
L
"destinationSinglePorts": [
I
"destinationPortRange": {
“fromPort": "*,
"toPort": ""

"nodeName": "ns-cgc00003",

"description": "Node on VMware Server 3",

Branch",

: "TrMvSoP4jYQIY6RIzBgbssQqY3vxI2Pi+y71IOWWXX0=",
"publiclpAndUdpPort": "200.1.1.3:51821",

"privateCirdlp": "192.168.7.3/24",

"persistentKeepAlive": "no

"privateApps": [
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{
"description": "Allow all traffic to this site",
"ipProtacol": "all",

"sourceCirdlp": [
'0.0.0.0/0"
I

"destinationCirdIp"; [
10.3.1.0/24",
*10.3.2.0/24"

1

"destinationSinglePorts": [

L

"destinationPortRange": {
“fromPort"; ™*,
“toPort": ""

Done! Your task is to implement this JSON file on all CSCs and you will have full connectivity any to
any for all protocols.

10.3.3.2 Understanding "privateApps" configuration and values
Question 1: Where to configure the "privateApps"?

Only on the node that has the "destinationCirdIp": [], that belongs to its "networks".

Example: | want to allow access to "destinationCirdlp": ['10.1.1.50/32"]. The rule must be created
on node ns-cgc00001 that has "networks": ['10.1.1.0/24","10.1.2.0/24"]

Question 2 : What about the values to configure?

On "privateApps" section there are two types of values to input:

Accepts single value only ->

Accepts single or multiple values -> []

"privateApps": [
{
"description": "",
"ipProtocol": "",
"sourceCirdIp": [],
"destinationCirdlp": [],
"destinationSinglePorts": [],
"destinationPortRange": {
"fromPort": "",
"toPort": ""
}
}
]
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Examples:

Single value (""):

"description": " Intranet Servers",
"ipProtocol": "tcp",

Single or Multiple values ([]):

"sourceCirdlp": ["0.0.0.0/0"],
"destinationCirdIp": ['10.1.1.100/32", "10.1.2.100/32"],
"destinationSinglePorts": [ 80", "443" ],

The following table shows all field and values accepted

Field Value Type | Values to configure |Example

"description": "", Single String "description": "Intranet Server Access",
"ipProtocol": "", Single tcp,udp,icmp or all "ipProtocol": "tcp",

"sourceCirdIp": [], Single or Networks in the "sourceCirdIp": [

Multiple range of: "10.2.1.0/24",
10.0.0.0/8 "10.2.2.0/24",
172.16.0.0/12 "10.3.1.0/24",
192.168.0.0/16 "10.3.2.0/24"
and 1,
0.0.0.0/0

"destinationCirdIp": [], Single or Networks in the "destinationCirdIp": [

Multiple range of "10.1.1.100/32",
10.0.0.0/8 "10.1.1.200/32"
172.16.0.0/12 ],
192.168.0.0/16

"destinationSinglePorts": [], | Single or Single Port of the "destinationSinglePorts": [

Multiple range 1 to 65535 "80",

Il443ll
1,

"destinationPortRange": { |Single Single Port of the "destinationPortRange": {
"fromPort": "", range 1 to 65535 "fromPort": "3780",
"toPort": "" "toPort": "3784"

} }

11 The expected value here is a value that belongs to the "network" defined behind the CSC. For example, of the
network behind the CSC is 10.1.1.0/24, any destination configured must belong to 10.1.1.0/24, like 10.1.1.100/32.
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10.3.3.3 Example of "privateApps" for a Windows Domain controller

The following example shows how to create rules to allow access to your Domains Controllers.

The port information was taken from this article:

https://docs.microsoft.com/en-us/troubleshoot/windows-server/identity/config-firewall-for-ad-
domains-and-trusts

Example: Domain Controllers IPs: "10.2.1.100/32" and "10.2.2.100/32" on Node ns-cgc00002 of previous example

{

"privateApps": [

"description": "Domain Controllers TCP",

"ipProtocol": "tcp",

"sourceCirdlp": [ "0.0.0.0/0" ],

"destinationCirdlp": [ "10.2.1.100/32", "10.2.2.100/32" ],

"destinationSinglePorts": [ "135", "464", "389", "636", "3268", "3269", "53", "88", "445" ],
"destinationPortRange": { "fromPort": "49152", "toPort": "65535" }

"description": "Domain Controllers UDP",

"ipProtocol": "udp",

"sourceCirdIp": [ "0.0.0.0/0" ],

"destinationCirdlp": [ "10.2.1.100/32", "10.2.2.100/32" ],
"destinationSinglePorts": [ "123", "464", "389", "53", "88" ],
"destinationPortRange": { "fromPort": "", "toPort": "" }

"description": "Domain Controllers Ping",

"ipProtocol": "icmp",

"sourceCirdlp": [ "0.0.0.0/0" ],

"destinationCirdlp": [ "10.2.1.100/32", "10.2.2.100/32" ],
"destinationSinglePorts": [],

"destinationPortRange": { "fromPort": "", "toPort": "" }

10.3.3.4 Example of "privateApps" for Internal Web Server.

In this example, we are showing how to configure access to users on ns-cgc00001 to an Internal
Web server located behind node Node ns-cgc00003.

Example: Web Server "10.3.1.200/32" on Node ns-cgc00003 of previous example. Allow access to all users behind ns-cgc00001

{

"privateApps": [

"description": "Web Server 3",

"ipProtocol": "tcp",

"sourceCirdlp": [ "10.1.1.0/24", "10.1.2.0/24" ],
"destinationCirdlp": [ "10.3.1.200/32" ],
"destinationSinglePorts": [ "80", "443" ],
"destinationPortRange": { "fromPort": "", "toPort": "" }
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10.3.4 Load the "Private Access Peers JSON file" to the CSCs.

After the Local Configuration is done and the "Private Access Peers JSON file" is created, the next
task is to distribute and apply it on each CSC.

There are three methods available:

1. URL: (Recommended) Using "Private Access Peers URL" and running the command "Refresh
Private Access Peers URL" using AWS Systems Manager or Rundeck.

2. DevOps: Distribute the JSON file on all CSC and run the command "Reload Private Access
Peers URL" using AWS Systems Manager or Rundeck.

3. Manual: Copy/Paste the JSON file on each CSCs.
In this section we are going to explain two methods: URL and Manual Copy. The DevOps method is

explained on Section12: DevOps operations.

10.3.4.1 Using "Private Access Peers URL"

This is the recommended method. The steps to configure are:

1. Place the Private Access Peers JSON file on an internal web server or an AWS bucket? or
similar. Obtain the download URL.

Example of AWS bucket:

Amazon 53 mhb-netskope-private privateAccessPeersConfig-LAB2 json

Copy S3 URI H M pownload H open [4 H Object act

privateAccessPeersConfig-LAB2.json i

Properties Permissions Versions

Object overview

Owner S3 URI
sales 53://mhb-netskope-private/pr onfig-LAB2 json

AWS Region
Amazon Resource Name (ARN)

EU (Ireland) eu-west-1
tskope-pi /p cessPeersConfig-LAB2.Json

Last modified

November 20, 2021, 10:26:09 (UTC+00:00) Entity tag (Etag)
d3aeba11009b98bf5622d9b948f151d9

size

6.6 KB Object URL

Type https://mhb-netskope-private.s3 .eu-west-1.amazonaws.com/privateAccessPeersConfig-LAB2. json

json

Key

privateAccessPeersConfig-LAB2.json

2. Configure the URL on each CSC.

Ssh the each CSC and go to Main Menu -> 18) Configure Private Access

12 See Appendix D to learn how to secure an AWS S3 bucket by Source IP.
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MHB Labs - Private Access - (Preview)

17) Show Configurations and Status Private

18) Configure Private Access.

19) Configure CSC Remote Management via Private Access.

e) Exit

Selection: 18

Private Access Configuration Wizard
Steps to configure Priv Access:

- Create Private Access Local Configuration. (This selection alsc allows to change Local Configuration)
- (optional, if HA is enabled.) Copy Local Configuration to the other CSC in the HA pair
- Load Private Access Peers ]SON configuration file.

e) Private Access Local Configuration
 configuration fi
Quit
Enter your choice:|2

Private Access is enabled.

Select Method:
Private Access Peers URL
Manual (Paste Private Access Peers ]SON File)
Reset to Default Values
) Quit
Enter your choi

### Private Acces Peers URL is not configured ##*#

Do you want to configure the Private Acces Peers URL?

r your choice:| 1

Please, input Private Acces Peers URL
Private Acces Peers URL: https://mhb-net

Do you want to refresh the Priv
1) Yes

2} No

Enter your choice: |1

Private Access Peers JSON file imported successfully

-1.amazonaws.com/privateAccessPeersConTig-LAB2. json

At this moment, you have the option to review the privateApps to configure in Compact or JSON

format and to apply the values.

Private Access Peers JSON file imported successfully

You can review your values before to apply. Please, Select 'Compact' or 'lJson' format.
1) Compact

2) Json

3) No review is needed

Enter your choice: 1

1, NodeName g ati M M, publicIpAndUdpPort
2, NodeName g 6, Location: MHB-BH-DC, publicIpAndUdpPor

ou want to apply this values?

Enter your choice:|1

Apps
e Access - ) Priva A ‘Intranet Server' was created succesfully. (desti onsinglePorts
Access - N g ) a A ‘Domain TCP' was created succesfully. (destinationSinglePorts
Access - | H N g ) a = ‘Domain tr TCP' was created succesfully. (destinationPortRange
Access - g ) a A *Domain t ers UDP' was created succesfully. (destinationSinglePorts
Access - N g ) E = ‘Domain
Access ( N ) Priva A 'Syslog se ed succesfully. (destinationSinglePorts
Access H N ) a A *ICMP to 172.19.8.133' was created succesfully.
'All protocol 192.168.6.0/24' was cr ed succesfully

'BH - SSH and RDP' was created succesfully. onsinglePorts)

Node: gc0eee5 added successfuly.
Node: gco 6 added successfuly.

Private Access - Private Access Peers List updated succesfully.

H
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3. The next time you want to refresh the Private Access Peers JSON file, update the file,
deploy it on the same location URL and Run Command: "Refresh Private Access Peers URL"
using AWS SSM Agent or Rundeck.

AWS System Manager:

» Go to AWS Systems Manager -> Run Command -> and Select "MHB-CSC-Refresh-Private-
Access-Peers-URL"

|AWS Systems Manager » RunCommand > Runacommand |

Run a command

Command document

Select the type of command that you want to run.

Q
‘ Owner: Owned by me X‘ | Clear filters
Name
Copy-AWS-Runshellscript,
‘ o MHB-C5C-Refresh-Private-Access-Peers-URL

MHB-C5C-Refresh-Proxy-Bypass-URL

> Move down the screen and select all CSCs:

Targets 1 2
Choose a method for selecting targets.
Specify instance tags © Choose instances manually
Specify one or more tag key-value pairs to select instances that share those Manually select the instances you want to register af targ

tags.

mi-0f3837028adsfcdf8 X | ‘ mi-0b9178c22b03ce2bf X ‘ ‘ mi-0e234f4278cd74e27 X ‘ ‘ mi-Obeef6eaa71c2fObf X ‘ [

Instances

Q

Ping status: Online ‘ ‘ Clear filters 3
Name Instance ID nstance state Availability zone Ping status
ns-cgc00006-b mi-0f3837028ad9fcdfa - Online
ns-cgc00004-b mi-0b9178c22b05ce2bf - online
ns-cgc00005-a mi-0e234f4278cd74e27 - online
ns-cgc00004-a mi-Obeef6eaa71c2fobf < online
ns-cgc00006-a mi-08c465d750d268%ae - Online
ns-cgc00005-b mi-0650bce2872f405c0 - Online

[«

» Go to the bottom of the page and click "Run". The next page shows the status of the
command on each CSC.
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AWS Systems Manager » RunCommand » Command ID: e7c8bfa2-e045-4df0-8216-4721be8d4249

Command ID: e7c8bfa2-e045-4df0-8216-4721he8d4249

Command status

Overall status Detailed status # targets # completed
@ success @ success 6 6

Targets and outputs

Qa
Instance ID Instance name Status Detailed Status
mi-0650bce2872f405c0 ns-cgc00005-b @ Success @ Success
mi-08c465d750d2689ae ns-cgc00006-a @ Success @ Success
mi-Obeef6eaa?1c2fObf ns-egc00004-a @ Success @ Success
mi-0e234f4278cd74e27 ns-cgc00005-a @ success @ success
mi-0b9178c22b03ce2bf ns-cgc00004-b @ success @ success
mi-0f3837028ad9fcdf8 ns-cgc00006-b @ Success @ Success

» To see the individual result, right click on the Instance ID and open it on a new TAB. Check

the "Output"

AWS Systems Manager > RunCommand » Command ID: e7c8bfa2-e045-4df0-8216-4721be8d4249 > OQutput on: mi-0650bce2872f405¢0

Output on mi-0650bce2872f405¢0

Step 1- Command description and status

Status Detailed status

@ success @ success

Step name Start time

Runscripts Sat, 20 Nov 2021 22:39:33 GMT
¥ Output

The command output displays a maximum of 48,000 characters. You can view the complete command output in efther Amazon S3 or CloudWatch Logs,

Private Access - Private Access Peers JSON file imported successfully.

Creating Private Apps
Private Access - (Index: 0, Node: ns-cge00004) Private App 'Intranet Server' was cCreated succesfully.
(destinationSinglePorts)

Private Access - (Index: 0, Node: ns-cgc00004) Private App 'Domain Controllers TCP' was created succesfully.

(destinationSinglePorts)

if )
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Using Rundeck

» Go to the Project <name> -> All Jobs -> Run " Refresh Private Access Peers URL"

[ W NS-CSC-MGMT v ]

All Jobs

Expand All  Collapse All

» Check CSC Status - Netskope This

» Refresh Private Access Peers URL Thij

» Refresh Proxy Bypass URL

> Select ALL nodes and click Run.

x

Execute Job

Refresh Private Access Peers URL

This job downloads the Peers from the URL and applies the changes.

Nodes Change the Target Nodes (6]

E select All

Matched Nodes (6) ¥

hl ] L J
& ns-cgc00004-g ns-cgc00004-b & ns-cgc00005-a & ns-cgc00005-b

=
& ns-cgc00006-a & ns-cgc00006-b

Select Nodes (6] 0 Select None

Follow execution  Nodes hd

» Wait to succeeded. You can click on "command" to see the results node by node.

NS-CSC-MGMT

© Refresh Private Access Peers URL ‘ Succeeded [ 0.0 pm » ‘
2 you

This job downloads the Peers from the URL and applies the changes.

Log Output »
100% 6/6 COMPLETE 0 FAILED 0 INCOMPLETE
Node Start time
& ns-cgc00004-a Al Steps OK
@ Command oK 1056:35 pm
22:56:39
22:56:39  Private Access - Private Access Peers JSON file imported successfully.
22:56:39

22:56:39  Creating Private Apps
22:56:42  Private Access - (Index: 0, Node: ns-cgco@0ed) Private App 'Intranet Server' was created succesfully. (destinationsinglePorts)
22:56:44  Private Access - (Index: 0, Node: ns-cgc@@0ed) Private App 'Domain Controllers TCP' was created succesfully. (destinationsinglePorts)
22:56:44  Private Access - (Index: 0, Node: ns-cgc@@0ed) Private App 'Domain Controllers TCP' was created succesfully. (destinationPortRange)
22:56:47  Private Access - (Index: 0, Node: ns-cgc@@0ed) Private App 'Domain Controllers UDP' was created succesfully. (destinationsinglePorts)
22:56:48  Private Access - (Index: 0, Node: ns-cgc@eoe4) Private App ‘Domain Controllers PING' was created succesfully

22:56:51  Private Access - (Index: 0, Node: ns-cgc@@0e4) Private App 'Syslog server' was created succesfully. (destinationsinglePorts)
22:56:53  Private Access - (Index: 0, Node: ns-cgc@o0ed) Private App 'ICMP to 172.19.0.133' was created succesfully.

22:56:54  Private Access - (Index: 0, Node: ns-cgc@@0ed) Private App 'All protocol 192.168.6.0/24' was created succesfully.

22:56:58  Private Access - (Index: 2, Node: ns-cgc@@0e6) Private App 'BH - SSH and RDP' was created succesfully. (destinationsinglePorts)
22:57:00

22:57:00  Adding Peers

22:57:03  Private Access - Node: ns-cgc@eees added successfuly

22:57:05  Private Access - Node: ns-cgce0e06 added successfuly

> & ns-cgc00004-b ‘Al Steps OK
> & ns-cgc00005-a Al Steps OK
> & ns-cgc00005-b Al Steps OK
> & ns-cgc00006-a Al Steps OK
> & ns-cgc00006-b Al Steps OK
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10.3.4.2 Manual: Copy and Paste "Private Access Peers Json file"

From Main Menu, go to 18) Configure Private Access, follow the steps below and Paste the Private

Access Peers Json File:

Private Access Configuration Wizard
o configure Private Acce
al Configuration. (This selection also allows to ¢ E nfiguration)
ed.) Copy Local Configuration to the ot
rs JSON configuration file.

ate Access Local Configuration
eers JSON configuration file

Enter your choice

Private Access is enabled.

(Paste Pr t € rs JSON File)
Reset to Default Values
4) Quit
Enter your choice: 2
te Access Peers URL if configur

JSON File?

Access Peer: N ss 'Enter' if required.

son file has errors, it is possible that the script will hang. Press '}' and 'Enter' to end the operation.

Peers JSON file: ||

“"destinationPortRange”: {
"fromPort”
“toPort®: *n

Private Access Peers JSON file imported successfully

[You can_review your values before to apply. Please, Select 'Compact' or 'Json' format.
1) Compact

2) Json

[3) No review is needed

64, Location , .68. a 192.168.7.11/24, Priva
Location A .68, 0 a 192.168.7.21/24, Priva
51

: 0, Node: ns-cgc0PBB4) Private App 'Intranet Server' was created succesfully. (destinationSinglePorts)

8, Node 4 'Domain Controllers TCP' w tina

0, Node 0 App 'Domain Controllers TCP* w ed succesfully. (destinationPo
'Domain Controllers UDP' was created succesfully. (destinationSinglel
‘Domain Controllers PING' was created succesfully.
‘Syslog server' wa d succesfully. (destinationSinglePorts)
'ICMP to 172.1 . created succesfully.
‘Al protocol 192 .9/24" was created succesfully.
'BH - SSH and RDP' was created succesfully. (destinationsinglePorts)

005 added succe
806 added succe:

Private Access - Private Access Peers List updated succesfully.

Done!
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10.4 Show Configurations and Status Private Access.

10.4.1 Via SSH console

From Main Menu, go to 17) Show Configurations and Status Private Access.

MHE Labs - Private Access (Preview]

17) Show Configurati Status Private Access.
18) Configure Private Access.

19) Configure CSC Remote Management via Private

e) Exit
selection: 17
Show Configuration and Status Private Access
an option:
/s Status
rs Json file (active)
Show Local Configuration
Show Firewall Local Rules

Quit
Enter your choice: |

10.4.1.1 Show Peer/s Status

In this menu you can see "All Peers Status" or by peer "Select Peer".
Enter your choice:

Please, select an

1) Show ALL Peers !

2) Select Pee

3) Quit
Enter your choice:

1. Show All Peers Status

Status
2) Select
3) Quit
Enter your choice: 1

)2.168.7.21 is Alive. Source Port OK. Using '5
2.168.7.20 is Alive. Source Port OK. Using 'S

IMPORTANT: This section show is the Peer is Alive and the "Source Port" that arrives at this node
from the Peer. The Source Port information is essential to validate that the NAT on the Remote
Peer is correct or if the FW on the other end is changing the Source Port. Please, correct the NAT
on the remote Peer if you see that the Source Port differs from the expected.
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2. Select Peer

This section shows a more detailed information about the Peer.

1) "ns-cgcBBBes

2) "ns-cgceepes”

3) Quit

Enter your choicey 2

Peer Status:

'"ns-cgceeees” ' -> 192.168.7.20 is Alive. Source Port OK. Using °51820°

mmunication: Sun 21 Nov 09:17:39 UTC 2621

: 5.9Mi re ed, 108Mi sent

- Configuration:

10.4.1.2 Show Peers Json file (active)

This menu shows the active Private Access Peers Json file.

Selection: 17
Show Configuration and Status Private Access
Please, select an option:

) _Show P Status
2) Show P Json file (active)
) Show Local Configuration
4) Show Firewall Local Rules
Quit
er your choice: 2
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10.4.1.3 Show Local Configuration

This menu shows the Local configuration of the node.

Selection:| 17
Show Configuration and Status Private Access
Please, select an option:

1) Show Peer/s Status

2) Show Peers 1son file (active)
glishow Local Configuration]

4] Show Firewall Local Rules

5) Quit

Enter your choice: 3

he Local Configuration menu shows the initial configuration of the node. Private Apps and Networks are not shown here. Check 'Show Peers Json file' to see all information.

{
0

10.4.1.4 Show Firewall Local Rules
This menu shows in JSON format the Rules required on your local FW for this node.

Selection: 17
Show Configuration and Status Private Access
Please, select an option:
) Show Peer/s Status
2) Show Peers Json file (active)
) Show Local Configuration
4) Show Firewall Local Rules
) Quit
Enter your choice: 4
This JSOM File shows the required Inbound and Outbound Firewall Rules for the CSC's 'localPrivateIp’.

{
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10.4.2 Via AWS Systems Manager or Rundeck

In this case, the information provided is only "Show ALL Peer Status"

10.4.2.1 AWS Systems Manager

Go to AWS Systems Manager and Run Command: "MHB-CSC-Show-Private-Access-ALL-Peers-
Status" and select the Nodes. The result will show:

AWS Systems Manager > Run Command > ‘Command ID: caa5bcf8-3946-4408-b394-d92dd45cbage > Output on: mi-08c465d750d2689ae
Output on mi-08c465d750d2689ae

Step 1- Command description and status

Status Detailed status

@ success @ success

Step name Start time

Runscripts Sun, 21 Nov 2021 09:46:15 GMT
v Output

The command output displays a maximum of 48,000 characters. You can view the complete command output In either Amazon s3 or Cloudwatch |

Peer 'ns-cgc00004' -> 192.168.7.11 is Alive. Source Port OK. Using '51821'

Peer 'ns-cgc00005' -> 192.168.7.21 is Alive. Source Port OK. Using '51820'

10.4.2.2 Rundeck

On Rundeck, run Job: "Show Private Access ALL Peers Status". Select the nodes. The output will
show:

@ Show Private Access ALL Peers Status Succeeded
This job shows the reachability of all peer of an specific node. L you

Log Output »

100% 6/6 COMPLETE 0 FAILED 01
Node
& ns-cge00004-a All Steps OK

@ Command oK

09:50:20
09:50:21 Peer 'ns-cgcO@005' -> 192.168.7.21 is Alive. Source Port OK. Using '51820'
09:50:22 Peer 'ns-cgc00006' -> 192.168.7.20 is Alive. Source Port OK. Using '51828'

& ns-cge00004-b All Steps OK
> @ Command oK

> & ns-cgc00005-a All Steps OK

> & ns-cgc00005-b Al Steps OK

> & ns-cgc00006-a Al Steps OK

> & ns-cgc00006-b Al Steps OK
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10.5 Configure CSC Remote Management via Private Access.

When the CSCis in HA, like the CSC GRE Cluster, only the active node belongs to the Private Cloud.
The Standby is not. For this reason, if you want to reach the Standby node using SSH, you must
configure Remote Management on both CSC of the Cluster (or HA pair).

The configuration is via SSH Main Menu. You need to add the "Management Networks". For
example, in your primary Datacentre, you have the Subnet 172.25.0.0/24, and from that Subnet,
you want to reach ALL CSCs on the Private Cloud.

The configuration will be:

Labs - Private Access - (Preview)
) Show Configurations and Status Private Access.
) Confiqure Private Access.
) Configure CSC Remote Management via Private Access.

Be careful with this settings. We recommend to be precise with the Host or Subnet configured here.
Subnet Prefixes less than /17 are not accepted.

No Management MNetworks are configured.

Do you want to configure Management Networks?
1) Yes

2} No

3) Reset to Default

Enter your choice: 1

Input Management Network (IP/Subnet Prefix): 172.25.0.8/24
Do you want to add another Management Network?
1) Yes

2) No

Enter your choice: 2

Management Networks to configure:

Management Networks Qty = 1
172.25.0.0/24

ter your choice: 1
Private Access - Management Metwork 172.25.0.8/24 was added on ns-cgcOeegd-a
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11 Remote Management using AWS and Rundeck

You can use several tools to Remote Manage the CSC. In this chapter, we are showing how to use

AWS Systems Manager (Fleet Manager) and Rundeck.

11.1 AWS Systems Manager

The easiest and cheapest way to manage the Cloud Security Connectors is to use AWS Systems
Manager. AWS official documentation is available here: https://aws.amazon.com/systems-
manager/.

With AWS Systems Manager, you can manage the CSC remotely. To do it, you need to create
"Documents” in advance. "Documents" are a series of commands used by the "Run Command"
functionality.

This section explains how to create the "Documents" and how to "Run Commands".

11.1.1 Create Documents

We provide a CloudFormation template to create all "Documents" in one shot.
Steps:
1. Download the CloudFormation template from:

https://mhb-netskope-cloudformation.s3.eu-west-1.amazonaws.com/MHB-Netskope-CSC-AWS-
Systems-Manager-Documents-v-1-1.json

CloudFormation > Stacks > Create stack

=0 Create stack !
Specify template

Prerequisite - Prepare template

Step2
Specify stack details

steps
Configure stack options 2

Stepa
Review

Upload a template file

Amazon S5 URL

-west-1 MH kope-CSC g json

S5 URL: tskop eu-west-1. MHB-Netskope-CSC-AWS-Systems-Manager-Docu|  View in
ments-v-1-0json

2. Deploy Stack. Go to Cloudformation - Create Stack
3. Insert the Amazon S3 URL and click next.

4. Putthe Stack Name
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CloudFormation > Stacks ) Create stack

siep1 Specify stack details

Specify template
step2 Stack name
Specify stack details

Stack name
Step3

Documents-CSC-Netskope

Configure stack options
Stack name can include letters (A-Z and a-z), numbers (0-), and dashes (-)

stepa
Review
Parameters

Parameters are defined in your template and allow you to input custom values when you create or update a stack.

No parameters

There are no parameters defined in your template

5. Click Next -> Next -> Create Stack.
6. Wait the Stack to complete.

[ Stacks (1)

Qe

| o View nested

| Active W

Documents-CSC-Netskope
2021-10-14 18:26:24 UTC+0100
(©) CREATE_COMPLETE

7. Now go to Services -> Systems Manager -> and click "Documents" and choose "Owned by

mell

AWS Systems Manager > Documents
v Application Management
Owned by Amazon Shared with me

Application Manager New AU documents,

AppConfig

Parameter Store
Documents

Q L9 3

¥ Change Management

Change Manager

Automation

Copy-AWS-Runshellscript MHB-CSC-Refresh-Proxy-Bypass-URL MHB-CSC-Refresh-Routed-Bypass-URL MHB-CSC-Reload-Config-json
Change Calendar
Document type Document type

Command 544690173127 Command

Document type Owner Document type

Malntenance Windows 544690173127 Command 544690173127 Command

544690173127

Platform types. Platform types. Platform types
¥ Node Management Unux Linux Unux Linux

Platform types

New
Fleet Manager Default version Default version Default version Default version
1 i 1 1

Compliance

Inventory

Hybrid Activations

MHB-CSC-Reload-High-Availability MHB-CSC- MHB-CSC-showLogCurrentionth
Session Manager

Document type Owner Document type Owner Document type Owner Document type Owner
unCommand Command 544690173127 Command 544690175127 Command 544690173127 Command 544690175127

State Manager

Platform types. Platform types Platform types. Platform types

Patch Manager Uinux Unux Linux

Distributor

Default version Default version Default version Default version

MHB-CSC-ShowLogLastSixMonths

o

MHB-CSC-SpeedTest

MHB-CSC-SwitchTunnels

o

MHB-CSC-TraceRouteAndLatencyTest

o

8. Done!
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11.1.2 Run Commands

After you have created the Documents, you are ready to Run Commands on the CSC.

You can see the operation results on the "Output" section or store the results on S3 Buckets for
further inspection.

To "Run Commands", go to AWS Systems Manager - Instances & Nodes - Run Command.
Here is an example of Running: MHB-CSC-ShowConfigurationAndStatus
1. RunaCommand

2. Select the Document created (Tip: Select "Owned by me")

Exp|orer -

OpsCenter | AWS Systems Manager Run Command | Run a command

CloudWatch Dashboard

o Run a command

Command document

¥ Application Management Select the type of command that you want to run.

Application Manager MNew
AppConfig

Parameter Store

Q

owner: Owned by me ‘ Clear filters
¥ Change Management

Change Manager MNew

Automation Name

Change Calendar Copy-AWS-RunshellScript

Maintenance Windows
MHB-CSC-Refresh-Proxy-Bypass-URL

MHB-CSC-Refresh-Routed-Bypass-URL
Node Management

Fleet Manager New MHB-C5C-Reload-Config-json
Compliance MHB-CSC-Reload-High-Availability
Inventory

MHB-CSC-Reload-Routed-Bypass-json

Hybrid Activations

Session Manager ] MHB-CsC-ShowConfigurationAndstatus

| Run Command | MHB-CSC-ShowLogCurrentMonth

3. Scroll down and Select the Instances
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_Exp orer =

OpsCenter
CloudWatch Dashboard
PHD

v Application Management
Application Manager New
AppConfig

Parameter Store

¥ Change Management
Change Manager "%
Automation
Change Calendar

Maintenance Windows

Node Management

Fleet Manager New
Compliance
Inventory

Hybrid Activations

Session Manager

Command parameters

Targets
Targets
Choose a method for selecting targets.

Specify instance tags
Specify one or more tag key-value pairs to select instances that share those

mi-0160555d766bf22¢6 X Hmmmoaoasadzseebs x

Instances

Q

Ping status: Online x‘ ‘ Clear filters

© Cchoose instances manually
Manually select the instances you want to register as targets.

Name Instance ID Instance state Availability zone Ping status Last pir
g 6 - - online 14/10/:
02-b mi-010¢ - = Online 14/10/:
<
Other parameters

4. Click "Run" . Wait for the Command Status "success"

Explorer
OpsCenter
Cloudwateh Dashboard

PHD

4

Application Manager NeW

AppConfig

Parameter Store

¥ Change Management
Change Manager New

Automation

Change Calendar

Maintenance Windows

¥ Node Management
Fleet Manager New

Compliance

5. Right click on Instance ID (mi-xxxx) and open in new tab. Check Output.

AWS Systems Manager

Run Command

@ Command ID: 17f0c6ea-d610-43cd-a900-3e0d 12af4dc0 was s

sfully sent!

Command ID: 17f0c6ea-d610-43cd-a900-3e0d12af4dcO

Command ID: 17f0c6ea-d610-43cd-a900-3e0d12af4dcO

Application Management

Command status

Overall status Detailed status # targets
@ Success @ Success 2
Targets and outputs
Q
Instance ID Instance name Status Detailed Statu
mI-0100c70a3ad29e8b5 ns-cgc00002-b @ success @ success
mi-0160555d766bf22¢6 ns-cgc00002-a @ Ssuccess @ success

AWS Systems X
Manager

Quick Setup

v Operations Management
Explorer
Opscenter
CloudWatch Dashboard

PHD

v Application Management
Application Manager New
AppConfig

Parameter Store

¥ Change Management
Change Manager New
Automation
Change Calendar

Maintenance Windows.

AWS Systems Manager > Run Command >

Output on mi-0100c70a3ad29e8b5

Step 1- Command description and status

Command ID: 17f0c6ea-d610-43cd-a900-3e0d12af4dcO >

Output on: mi-0100c70a3ad29e8bS

Response code
o

Finish time
Thu, 14 Oct 2021 17:5

Status Detalled status

© success © success

Step name Start time

Runscripts Thu, 14 Oct 2021 17:59:34 GMT
v Output
The command output displays a maximum of 4 h . You can view th

GENERAL INFORMATION
Company : Maidenhead Bridge
Location : HQkvm
CSC 1D : ns-cge00002-b

CSC date: Thu 1 Oct 18:39:38 BST 2021

Soft version : 1.0

output Inleither Amazon 53 or CloudWatch Logs, If you specify an S3 bucket of

» Error

Maidenhead Bridge
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6. Done! (Note: You can copy the output and to display on a text editor for more visibility)

[Z| *Unsaved Document1 % ‘

50 o O B e

SHEGS RSN NEEREEERNERRUERNESE

&85

51
52
53

55
56
57

59
60
61
62
63
64
65

GENERAL INFORMATION

Company : Maidenhead Bridge

Locationm : HOQkwvm

CSC ID : ns-cqcBResz-b

CSC date: Thu 14 Oct 18:59:34 BST 2021
Soft version : 1.8

INTERFACES INFORMATION
External: Tunnel IP: 192.168.1.68 | Bypass Proxy Egress IP: 192.168.1.61 | C5C IP(eth@): 192.166.1.63/24 | Network Gateway: 192.168.1.240 is Alive
Internal: CSC GW IP: 172.19.8.608 | CSC IP(ethl): 172.19.0.64/24 | Network Gateway: 172.19.0.133 is Alive

TRAFFIC REDIRECTION Options
To Netskope: VIP Proxy: 172.19.0.61:80 | Route all traffic via CSC GW IP | Netskope Global Proxy IP: 163.116.128.80:80 via CSC GW IP
Direct to Internet: Bypass Proxy: 172.19.0.62:3128 | Netskope Global Proxy IP: 163.116.128.80:3128 via CSC GW IP

DNS INFORMATION
DNS Server (1) IP: 172.19.0.100 is Alive
DNS Server (2) IP: 1.1.1.1 is Aliwe

NETSKOPE INFORMATION
GRE tunnels egress Public IP: B2.6B.6.74

Primary Tunnel:
Node : GB,London, LONL
Node Public IP: 163.116.162.36
Node Probe: 18.162.6.209
Secondary Tunnel:
Node : GB,Manchester,MANL
Node Public IP: 163.116.165.36
Node Probe: 18.165.6.209

TUNNEL STATUS
Primary Tunnel {reachability):

Node Keepalive is: Alive

GRE Tunnel IP is: Standby - This CSC (ns-cgcB@882-b) is Cluster Standby
Secondary Tunnel (reachability):

Node Keepalive is: Alive

GRE Tunnel IP is: Standby - This C5C (ns-cgc@@@82-b) is Cluster Standby
returnToPrimaryTunnel: true

Tunnel Status: No active tunmel since: Tue 5 Oct 19:27:15 UTC 2821

HTTP: //welvl . NOTSKOPE . COM PAGE STATUS
No test performed - This CSC (ns-cgcBB882-b) is Cluster Standby

PROXY BYPASS - EGRESS INTERFACE STATUS
No test performed - This CSC (ns-cgc@B@@2-b) is Cluster Standby

ROUTED BYPASS

Using Routed Bypass URBL: https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/ routedBypassRulesFile.json
Routed Bypass URBL https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/ routedBypassRulesFile. json is reachable
Routed Bypass Rules configured via URL: 8

AWS SSM AGENT
AWS S5M Agent is active (running) since Tue 2621-18-85 20:27:11 BST; 1 weeks 1 days ago
Registration values: {"ManagedInstancelD":"mi-0180c70a3a3d2%e8b5", "Region": "eu-west-2"}

SYSLOG INFORMATION

SYSLOG Server {1) IP: 172.19.6.199 is Alive
SYSLOG Server {2) IP is not configured
SYSLOG TCP Port: 514

HIGH AVAILABILITY Information
This CSC (ns-cocB@BB2-b) is Cluster STANDBY
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11.1.3 List of Documents available for "Run Command"

10.

11.
12.

13.

14.

15.

"MHB-CSC-ShowConfigurationAndStatus": Executes "Show Configuration and Status"
"MHB-CSC-SpeedTest": Performs speedtest.net on the CSC.

"MHB-CSC-TraceRouteAndLatencyTest": Performs MyTraceRoute test against the Primary
and Secondary ZEN. It also does a Reverse Test from the tunnel active to your Public IP if
the tunnel is up.

"MHB-CSC-Refresh-Proxy-Bypass-URL": Refresh the Proxy Bypass list using the values of the
Proxy Bypass PAC file stored in the URL configured.

"MHB-CSC-Refresh-Routed-Bypass-URL": Refresh the Routed Bypass list using the values of
the JSON file stored in the URL configured.

"MHB-CSC-ShowLogCurrentMonth": Shows current month logs.
"MHB-CSC-ShowLoglLastSixMonths": Shows last six month logs.
"MHB-CSC-SwitchTunnels": Switch tunnels.
"MHB-CSC-Reload-Config-json": Reloads the values of config.json file.

"MHB-CSC-Reload-High-Availability": Reloads the values of highAvailability.json file. (for CSC
on AWS, Azure and Gcloud. Not in use on CSC for Virtual Platforms.

"MHB-CSC-Reload-Routed-Bypass-json": Reloads the values of routedBypassRulesFile.json.
"MHB-CSC-Update-Nodes-Database": Updates the Netskope Node Database.

"MHB - CSC - Refresh Private Access Peers URL": Refresh the Private Access Peers list using
the values of the JSON file stored in the URL configured.

"MHB - CSC - Reload Private Access Peers JSON file": Reloads the values of
privateAccessPeersConfig.json

"MHB - CSC - Show Private Access ALL Peers status": Show the Status of all Private Access
Peers.
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11.2 Rundeck

Rundeck (https://www.rundeck.com/) is an open-source software Job scheduler and Run Book
Automation system for automating routine processes across development and production
environments. It combines task scheduling multi-node command execution workflow orchestration

and logs everything that happens.

Installation Steps:
1. Install Rundeck. Intructions at: https://www.rundeck.com/open-source
2. Create a Project.
3. Enable user "csccli" and setup the SSH Public key on each CSC.

4. On the Project, setup the SSH Private and define the nodes:

| @ Ns-CSC-MGMT v | Project

| Edit Nodes File | 2

home/rundeck06/rundeck/NS-CSC-MGMT-NODES json

Source 2. File Reads a file containing nede definitions in a supported format

Format .
json

Description J/home/rundeck0&/rundeck/NS-CSC-MGMT-NODES json

Soft Wrap

1~

2 ns-cgcBfenz-a":

3 hostname™: "172.19.8.63",

4 nodename”: "ns-cgcbeeez-a”,

5 description”: "CSC GRE Cluster A", 3
I3 tags : "csc-gre-cluster,netskope,active”, ‘
7 username”: "cseccli”,

8 osVersion”: "1.87,

9 osMame™: "csc-gre-cluster”

18 1.

11~ n5-cocoonaz b = [

1z hostname™: "172.19.8.64",

13 nodename”: "ns-cgcbeeez-b”,

14 description”: "CSC GRE Cluster B~,

15 tags : "csc-gre-cluster,netskope,active”,
16 username”: "csccli”,

17 osVersion”: "1.87,

18 osName”: "csc-gre-cluster”

19 b

28~ ns-cgcBegel-a”: {

21 hostname™: "172.19.8.23",

2z nodename”: "ns-cgcbeeel-a”,

23 description”: "CSC GRE Cluster A",

24 tags™: “csc-gre-cluster,netskope,inactive”,
25 username”: "csccli”,

26 osVersion”: "1.87,

27 osName”: "csc-gre-cluster”

28 s

29~ ns-cgcBessl-b:

38 hostname™: "172.19.8.24",

31 nodename”: "ns-cgcBeeel-b”,

32 description”: "CSC GRE Cluster B~,

33 tags™: “csc-gre-cluster,netskope,inactive”,
34 username”: "csccli”,

35 osVersion”: "1.87,

36 osMame”: "csc-gre-cluster”

a7 3

E

39

5. Create the jobs. Please, contact Support at http://support.maidenheadbridge.com for the
latest Job List.

Maidenhead Bridge Cloud Security Connector GRE Cluster | 104




11.2.1 Jobs

The following screen shows the list of Jobs available.

[ W& NS-CSC-MGMT v ] ‘

17 All Jobs

Check CSC Status - Netskope This t ks L7 K
Refresh Proxy Bypass URL

Refresh Proxy Bypass URL - CSCs with tags:active This job executes Re Proxy B
Refresh Routed Bypass URL This jo tes the Routed B

Refresh Routed Bypass URL - CSCs with tags:active This jo tes t ted B
Reload Config Json File T . X f the config.json file ont
Reload High Availability Json File Tris jof only for CSCs on AWS, Az

Reload Routed Bypass Json File

>

>

>

>

»

>

>

»

» Show Configuration and Status This jo fig
>

» Show Logs Current Month

» Show Logs Last 6 Months

» Speed Test T xecutes Sp tfrom the CSC to s stnet
» Switch Tunnels This Job Switches tunnels P

» Test Email Use this job to check t

» Traceroute and Latency Test Use this Job to the quality of the path t
>

Update Nodes Database

Show Configuration and Status - CSC with tags:active This xecut ow Config

11.2.2 Running job "Show Configuration and Status"

- [ W NS-CSC-MGMT v ]

@ show Configuration and Status - CSC with tags:active

This job executes Show Configuration and Status command on all CSCs with tag:active

100% 2/2 COMPLETE 0 FAILED
Node
& ns-cgc00002-a All Steps OK
@ Command oK
18:38:11

18:38:11 GENERAL INFORMATION
18:38:11  Company : Maidenhead Bridge
18:38:11 Location : HQkvm
18:38:11 CSC ID : ns-cgcOOAe2-a
18:38:11 CSC date: Thu 14 Oct 19:3;
18:38:11 soft version : 1.0
18:38:11

18:38:11 INTERFACES INFORMATION

110 BST 2021

18:38:11
18:38:11 TRAFFIC REDIRECTION Options

18:38:11

18:38:11 DNS INFORMATION

18:38:11 DNS Server (1) IP: 172.19.0.100 is Alive
18:38:11 DNS Server (2) IP: 1.1.1.1 is Alive
18:38:11

18:38:11 NETSKOPE INFORMATION

18:38:11 GRE tunnels egress Public IP: 82.68.6.74

18:38:11

18:38:11 Primary Tunnel:

18:38:11 Node : GB,London,LON1
18:38:11 Node Public IP: 163.116.162.36
18:38:11 Node Probe: 10.162.6.289

18:38:11 Secondarv Tunnel:

Maidenhead Bridge

Succeeded [=0
you

Start time

7:38:08 pm

18:38:11 To Netskope: VIP Proxy: 172.19.0.61:80 | Route all traffic via CSC GW IP | Netskope Global Proxy IP: 163.116.128.80:80 via CSC GW IP
18:38:11 Direct to Internet: Bypass Proxy: 172.19.0.62:3128 | Netskope Global Proxy IP: 163.116.128.80:3128 via CSC GW IP

0 NOT STARTED
Duration
0.00:05
0.00:05

18:38:11 External: Tunnel IP: 192.168.1.6@ | Bypass Proxy Egress IP: 192.168.1.61 | CSC IP(ethe): 192.168.1.62/24 | Network Gateway: 192.168.1.240 is Alive
18:38:11 Internal: CSC GW IP: 172.19.0.60 | CSC IP(ethl): 172.19.0.63/24 | Network Gateway: 172.19.0.133 is Alive
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12 DevOps operations

The CSC is delivered will all configurations and is ready for production. Even so, during the life cycle
of the CSC, some parametrization may be required to be changed or modified. For this reason, we
provide some configuration utilities that will help with further parametrization and change

management.

The CSC offers an option to do some changes using JSON config files. The operation is simple and is

three steps:
1. Obtain the current JSON file from the CSC.
2. Download the modified JSON file to the CSC.

3. "Run Command" (AWS Systems Manager) of the specific "reload" document. (or use
Rundeck Job)

The JSON files are available are:

1. config.json: Allows administrators to modify specific values on the CSC like GRE Primary,
Secondary nodes, DNS, Syslog, Routed Bypass URL, Proxy Bypass URL, Etc.

2. routedBypassRulesFile.json: Allows administrators to manually configure Routed Bypass
Rules if not using the Routed Bypass URL method.

3. privateAccessPeersConfig.json: Use this Json file to configure "networks" and "privateApps"
on your Private Cloud.

In this chapter, we are going to explain the procedures.
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12.1 config.json file

You can use this file to change DNS, Log Servers, GRE Nodes (Primary/Secondary), etc.

1. Obtain the current "config.json" from the CSC, running "Run Command" (AWS-
RunShellScript.). For example:

The fields in bold are not configurable. So please, do not modify.

cat /usr/local/etc/mhb-csc/config.json

{

"model": "csc-gre-ns-vm",

"version"; "1.1",

"dns": {
"primaryDnsIP": "172.19.0.100",
"secondaryDnsIP": "172.19.0.101"

b

"bypassProxyPubliclP": "82.68.6.73",

"bypassProxyPacUrl": "https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/mhb-netskope-bypass-vm.pac",

"syslogServers": {
"primarySyslogIP": "172.19.0.199",
"secondarySyslogIP": "",
"syslogTcpPort": 514

h

"greCredentials": {
"autoDiscovery": true,
"grePubliclP": "82.68.6.74",
"primaryGreGateway": "163.116.162.36",
"primaryProbelpAddress": "10.162.6.209",
"primaryLocation": "GB,London,LON1",
"secondaryGreGateway": "163.116.165.36",
"secondaryProbelpAddress": "10.165.6.209",
"secondarylLocation": "GB,Manchester, MAN1"

b

"tunnelRedundancy": {
"returnToPrimaryTunnel": true

h

"routedBypassPubliclP": "82.68.6.73",

"routedBypassJsonFileUrl": "https://mhb-netskope-pac-files.s3.eu-west-1.amazonaws.com/routedBypassRulesFile-documentation.json",

"privateAccesPubliclpPort": "82.68.6.74:51821",

"privateAccesPeerslsonFileUr|": "https://mhb-netskope-private.s3.eu-west-1.amazonaws.com/privateAccessPeersConfig-LAB2.json",

"privateAccessRemoteManagement": [
"172.19.0.0/24"

]

}

2. Create a AWS bucket and place the modified "config.json" file on it.

3. Download the file to the CSC. Run Command "AWS-RunShellScript"

wget <Your bucket file URL> -O /usr/local/etc/mhb-csc/config.json

4. Run Document "MHB-CSC-Reload-Config-json" to apply the changes.
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12.2 routedBypassRulesFile.json

You can use this file to create Routed Bypass Rules manually instead of using the automatic

method via Routed Bypass URL.

1. Obtain the current "routedBypassRulesFile.json" from the CSC, running "Run Command"

(AWS-RunShellScript.). For example:

cat /usr/local/etc/mhb-csc/routedBypassRulesFile.json

{
{

"routedBypassRules": [

"description": "0365 Login URLs 1",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "20.190.128.0/18",
"fromPort": "80",

"toPort": "80"

"description": "0365 Login URLs 2",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "20.190.128.0/18",
"fromPort": "443",

"toPort": "443"

"description": "0365 Login URLs 3",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "40.126.0.0/18",
"fromPort": "80",

"toPort": "80"

"description": "portquiz.net",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "52.47.209.216/32",
"fromPort": "80",

"toPort": "80"

"description": "0365 Login URLs 4",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "40.126.0.0/18",
"fromPort": "443",

"toPort": "443"

"description": "Skype and Teams UDP 1",
"ipProtocol": "udp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "13.107.64.0/18",
"fromPort": "3478",

"toPort": "3481"

"description": "Skype and Teams UDP 2",
"ipProtocol": "udp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "52.112.0.0/14",
"fromPort": "3478",

"toPort": "3481"

"description": "Skype and Teams UDP 3",
"ipProtocol": "udp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdIp": "52.120.0.0/14",
"fromPort": "3478",

"toPort": "3481"

Maidenhead Bridge
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2. Create a AWS bucket and place on it the modified "routedBypassRulesFile.json" file.

3. Download the file to the CSC. Run Command "AWS-RunShellScript"

wget <Your bucket file URL> -O /usr/local/etc/mhb-csc/routedBypassRulesFile.json

4. Run Document "MHB-CSC-Reload-Routed-Bypass-json" to apply the changes.
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12.3 privateAccessPeersConfig.json

You can use this file to create Private Access Peer Rules manually instead of using the automatic

method via Private Access Peers URL.

1. Obtain the current "privateAccessPeersConfig.json" from the CSC, running "Run Command"

(AWS-RunShellScript.). For example:

cat /usr/local/etc/mhb-csc/privateAccessPeersConfig.json

{
"peers": [
{

"nodeName": "ns-cgc00001",

"description": "Node on VMware Server 1",

"location": "HQ",

"publicKey": "yAnz5TF+IXXJte14tji3zIMNg+hd2rYUIg)BgB3fBmk=",

"publiclpAndUdpPort": "200.1.1.1:51821",

"privateCirdlp": "192.168.7.1/24",

"persistentKeepAlive": "no",

"networks": ['10.1.1.0/24", "10.1.2.0/24" ],

"privateApps": [

{

"description": "Allow all traffic to this site",
"ipProtocol": "all",
"sourceCirdlp": [ "0.0.0.0/0" ],
"destinationCirdIp": [ "10.1.1.0/24", "10.1.2.0/24" ],
"destinationSinglePorts": [ "" ],
"destinationPortRange": { "fromPort": "", "toPort": "" }

"nodeName": "ns-cgc00002",
"description": "Node on VMware Server 2",
"location": "Datacentre 2",
"publicKey": "xTIBASrboUvnH4htodjb6e697QjLERtINAB4mMZqp8Dg=",
"publiclpAndUdpPort": "200.1.1.2:51821",
"privateCirdlp": "192.168.7.2/24",
"persistentKeepAlive": "no",
"networks": [ "10.2.1.0/24", "10.2.2.0/24"],
"privateApps": [
{

"description": "Allow all traffic to this site",
"ipProtocol": "all",

"sourceCirdlp": [ "0.0.0.0/0" ],

"destinationCirdlp": [ "10.2.1.0/24", "10.2.2.0/24" ],
"destinationSinglePorts": [ "" ],
"destinationPortRange": { "fromPort": "", "toPort": "" }

"nodeName": "ns-cgc00003",
"description": "Node on VMware Server 3",
"location": "Branch",
"publicKey": "TrMvSoP4jYQIY6RIzBgbssQqY3vxI2Pi+y71lOWWXX0=",
"publiclpAndUdpPort": "200.1.1.3:51821",
"privateCirdlp": "192.168.7.3/24",
"persistentKeepAlive": "no",
"networks": [ "10.3.1.0/24", "10.3.2.0/24" ],
"privateApps": [
{

"description": "Allow all traffic to this site",
"ipProtocol": "all",

"sourceCirdlp": [ "0.0.0.0/0" ],

"destinationCirdIp": [ "10.3.1.0/24", "10.3.2.0/24" ],
"destinationSinglePorts": [ "" ],
"destinationPortRange": { "fromPort": "", "toPort": "" }

2. Create a AWS bucket and place on it the modified "privateAccessPeersConfig.json" file.

Maidenhead Bridge
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3. Download the file to the CSC. Run Command "AWS-RunShellScript"

wget <Your bucket file URL> -O /usr/local/etc/mhb-csc/privateAccessPeersConfig.json

4. Run Document "MHB-CSC-Reload-Private-Access-JSON-file" to apply the changes.
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13 Appendixes

13.1 Appendix A: Routed Bypass JSON file if you don't have

Cloud Firewall License.

If you decide to configure the default route to the internet via the CSC and don't have a Cloud
Firewall license, you need to send only HTTP and HTTPS via the GRE tunnel and the rest of the

traffic via Routed Bypass.

The following JSON file does the work to redirect only Web traffic via the GRE tunnel, and the rest

goes directly via the Bypass Interface.

{
{

"routedBypassRules": [

"description": "Bypass ICMP all",
"ipProtocol": "icmp",
"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "0.0.0.0/0",
"fromPort": "",

"toPort": ""

"description": "Bypass TCP Ports I",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "0.0.0.0/0",
"fromPort": "1",

"toPort": "79"

"description": "Bypass TCP Ports II",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "0.0.0.0/0",
"fromPort": "81",

"toPort": "442"

"description": "Bypass TCP Ports IIl",
"ipProtocol": "tcp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "0.0.0.0/0",
"fromPort": "444",

"toPort": "65535"

"description": "Bypass UDP Ports all",
"ipProtocol": "udp",

"sourceCirdlp": "0.0.0.0/0",
"destinationCirdlp": "0.0.0.0/0",
"fromPort": "1",

"toPort": "65535"

Maidenhead Bridge

Cloud Security Connector GRE Cluster | 112




13.2 Appendix B: Release Notes

13.2.1 Version 1.0

This is the initial version of the Cloud Security Connector for Netskope.

13.2.2 Version 1.1

The version 1.1 contains the following enhancements:

* New! Private Cloud Private Access (PriCPA) functionality. PriCPA allows you to create a
Private Cloud among all CSCs for private traffic. In a matter of minutes, you can build a full
mesh between your locations for private traffic with Zero Trust. After making the Private
Cloud, you can set up your policies to define who will talk with who inside your Private

Cloud.

* Minor cosmetic changes on some menus.
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13.3 Appendix C: JSON formatters (Visual Code, Notepad ++)

We strongly recommend using Software that can show errors on your JSON file and also can format
(beautify) the file for better visibility. Below two examples.

13.3.1 Visual Code

File Edit Selection View Go Run Terminal Help

{} Untitled-1 @

]

" fromPor
“toPort":

1. Download : https://code.visualstudio.com/download
2. Select your platform and install.
3. Create your JSON.
3.1 Visual Code will show the errors in RED.
3.2. To "Beautify" your JSON file press:
3.2.1. On Windows: "Shift + Alt + F"
3.2.2.  On MAC: "Shift + Option + F"

3.2.3. On Linux: " Ctrl + Shift + 1"
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13.3.2 Notepad ++

Window

AEa®|E®D® B

Dr *new 1- Notepad++
File Edit Search View Encoding Language Settings Tools Macro Run  Plugins
sfHeEGEl s MEklae/hh x| EE =T
EHrew 183 |
1 {
2 % "peers™:
-~ nodeMame : ns-cgc00001 2 T t
- description : Node on VMware Server 1 -
- location : HQ 6
- publickey : yAnzSTF H)XXte 14ti3zMNg-+hd 2rUIgIBgB 3fBmk= -
publicIpAndUdpPort : 200.1.1.1:51821 :
privateCirdlp ¢ 132, 168.7.1/24 .
- persistenteepAlive : no 1;
- networks 1B
- privateApps 12
-1
nodeMame @ ns-cgc00002 iz |
description : Node on VMware Server 2 1 A
- location : Datacentre 2 1z
- publicKey : xTIBASrbolUvnH4htodjb6e63 7QILER tINAB4MZgpaDg = -
. publiclpAndUdpPort : 200.1.1.2:51821 18
- privateCirdlp : 192.168.7.2/24 1g dt
persistentkeepalive : no -
networks fg
- privateApps ;2
B-2 =
- nodeMame : ns-cgc00003 fs
- description : Node on VMware Server 3 fg L
location : Branch fs =
publickey : TrMvSoP4jYQIY6RIzBabssQqY 3vxI 2Pi+y 7 HOWWXX0= ff
- publiclpAndUdpPort : 200,1.1,3:51821 f ;
- privateCirdlp : 192,168.7.3/24 SR
- persistentieepalive : no ;; =
- networks 31
privateApps -
32 =
33 =
34
35

[

"nodeName": "ns-cgc00001™,

"description™: "Node on VMware Server 17,

"location™: "HQ",

"publicKey": "yAnzSTF+1XXJtel4tji3zlMNg+hd2r¥UIgJBgE3fBmk=",

"publicIpAndUdpPort™: "200.1.1.1:51821",

"privateCirdIp": "192.163.7.1/24",

"persistentKeepAlive™: "no",

"networks": [
"10.1.1.0/24",
"10.1.2.0/24"

1.

"privatehpps": [

{

"description™:

"jipProtocol™:

"sourceCirdIp": [
"10.2.1.0/24",
"10.2.2.0/24",
"10.3.1.0/24",
"10.3.2.

nn
-

wn
r

1,

"destinationCirdIp™: [
"10.1.1.100/32",
"10.1.1.200/32"

1,
"destinationSinglePorts™: [
magn,
n443m
1,

"destinationPortRange™: {
"fromPort™: "3780",
"toPort™: "3784"

1. Download: https://notepad-plus-plus.org/downloads/

2. Install JSON Viewer Plug in.

& CProgram Files\Notepad+ +\change.log - Notepad++

File Edit Search View Encoding Llanguage Settings Tools Macro Ru
sHHERGa|I{hkhaemy c%xEE
Ech.angelagm|

Pesl@EnbE

1 Notepad++ v8.

E Plugins Admin X
5 1. Fiz a regy Avalsble Updates Installed

4 2. Fix a reg

5 3. Make Funct 3

& 4. Make UDL earch: [ sson J [ hext Instal
T §. Fix phant

2 €. Enable bag |Plugin Version ~
N [1iN Notepad: + Plugin 22,1856

10

%

1 Notepades ve.q [I5ON Viewer ) 2

e TSTool 121072

13 1. Fix empry| |[]LanguageHelp 175

14 2. Fix langua |[] Linefilter3 1

= [ Linter 01

e [ Location Navigate 0421

17 Notepad:+ v8.
18 [ LuaScript 011 .
18 1. Fix confi
20 2. Workazound 0N viewer that displays the selected JSON string in a ree view.
1 Author: Kapil Ratnani
2z Homepage: https://github.com/kapiratnani/JSON-Viewer
23 Notepad++ ve.
24
25 1. Fix empty
26 2. Fix white
27 3. Enhance d
28 4. Fix "Run 1
29 5. Fix toolt.
30 6. Fix dockir
31
32

3. Create your JSON file.

4. To Check your JSON file go to: Plugins -> JSON Viewer -> Show JSON Viewer.
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qun indow ?

2| MIME Tools > | =D BB
Converter ¥
= Nr\r\Fvlnnrr »> I
JSON Viewer > | Show JSON Viewer Crl+Alt+Shift+]
. . Format JSON Ctrl+Alt+Shift+M
" Plugins Admin...
icon Compress JSON Ctrl+ Alt+Shift+C

", Open Plugins Folder... About

v": TYINZSTF+l&XJ0celdtjiszlM.
AndUdpPort™: "200.1.1.1:51821",'
irATRM. "IGT TRA T 1S74an

5. To format ("Beautify") your JSON go to: Plugins -> JSON Viewer -> Format JSON
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13.4 Appendix D: Securing an AWS Bucket by source IP.

1. On your AWS console create a bucket with default values for permissions: "Block a// Public

Access = on"

2. On Bucket Policy, add your Public IPs in "aws:Sourcelp":[]

Amazon S3. x Block public access (bucket settings)

Block al public access
on

Block public access to
@on

@on
Block public access to
@on

@on

Block All

Bucket policy

> AWS Marketplace for 3

® e

4
“Version 20121017,
I "S3Policyla”,
o

3 - Add this policy/|

{
"Version": "2012-10-17",
"Id": "S3Policyld1",
"Statement": [

{
"Sid": "IPAllow",
"Effect": "Allow",
"Principal": "*",
"Action": "s3:*",

"Condition": {
"IpAddress": {
"aws:Sourcelp": [
"200.1.1.1/32",
"200.1.1.2/32",
"200.2.0.0/24"

"Resource": "arn:aws:s3:::mhb-netskope-private/*",

3. Donel!
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